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## PREFACE

The 28th Conference on Quantum Probability and Related Topics was held September 2-8, 2007, in the city of Guanajuato, Mexico. This was the first time this important international event took place in the Americas. So all of us in Mexico who were involved in the local organization are gratified to have been able to welcome our academic guests, many of them visiting Mexico for their first time, to the truly marvelous colonial era city of Guanajuato, which has been recognized by unesco since 1988 as a World Heritage Site. We were also fortunate to host this conference in the Centro de Investigación en Matemáticas (CImat), a national research facility devoted to the advancement of mathematics. The participants were able to enjoy cimat's user friendly architecture and ambience that are so conducive to those ever important after talk chats over a cup of coffee. And with a spectacular panoramic view down on the town and its surroundings from CIMAT's perch on the side of a hill thrown in to boot!

The success of a meeting of this size (with 91 participants) is the result of the combined efforts of many people. In particular, special thanks go to the members of the international organizing committee as well as to the staff and support personnel of the local institutions.

After such a successful meeting we hope to see continued valuable academic contacts between the participants from so many countries (Australia, Austria, Belgium, Canada, Chile, France, Germany, Hungary, India, Italy, Japan, Poland, Russia, Slovakia, Spain, Tunisia, United Kingdom and the United States) and those from Mexico.

The conference itself was divided into eleven special sessions, each one with its own organizers. However, we were fortunate in not having to schedule parallel sessions, so the participants were never forced to choose between two talks at the same time. The topics of these special sessions were:
(1) Interacting Fock Space and Orthogonal Polynomials
(2) Log-Sobolev Inequalities
(3) Infinitely Divisible Processes
(4) White Noise
(5) Free Probability
(6) Quantum Statistics and Stochastic Control
(7) Classical and Quantum Models in Biology
(8) Dilations
(9) Applications of Quantum Probability in Physics
(10) Quantum Markov Semigroups
(11) Quantum Information

The twenty-two articles in these Proceedings of the 28th Conference on Quantum Probability and Related Topics were accepted for publication only upon successfully gaining approval after a careful reading by anonymous peer reviewers. These articles reflect the scope of the topics presented in the talks of the eleven special sessions in a variety of areas: Quantum Markov Semigroups, Quantum Measurements, White Noise Analysis, Random Walks, von Neumann Algebras, Orthogonal Polynomials, Free Convolution Semigroups, Quantum Controls, Quantum Information, Stochastic Analysis, Schrödinger Equations, Deformed Quantum Mechanics, Protein Folding and Binding, and Quantum Models of Brain Activity.

Finally, we would like to thank these Mexican institutions for their generous financial support:

- Consejo de Ciencia y Tecnología del Estado de Guanajuato, concyteg, Convenio 07-02-K121-085, Anexo 2 (State of Guanajuato)
- Centro de Investigación en Matemáticas, Cimat (Guanajuato)
- Universidad Autónoma Metropolitana-Iztapalapa, UAM-I (Mexico City)
- Departamento de Matemáticas Aplicadas y Sistemas de la Universidad Autónoma Metropolitana-Cuajimalpa (Mexico City)
- Consejo Nacional de Ciencia y Tecnología, Conacyt, Grants 49510-F and 49187-F (Mexico)
- Subsecretaría de Educación Superior, SEP, PIFI 3.3, UAM-I-CA-52 and UAM-I-CA-56 (Mexico)
- Facultad de Ciencias, Unam, (Mexico City)
- Sociedad Matemática Mexicana (Mexico)

We hope the readers of these Proceedings find these articles to be interesting and beneficial to them in their own scientific research activities, whether in mathematics or in applied areas.
The editors:
Julio César García

Roberto Quezada
Stephen Bruce Sontz

August, 2008
Mexico City and Guanajuato
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# LINEAR INDEPENDENCE OF THE RENORMALIZED HIGHER POWERS OF WHITE NOISE 

L. ACCARDI<br>Centro Vito Volterra, Università di Roma Tor Vergata<br>via Columbia 2, 00133 Roma, Italy, E-mail: accardi@volterra.mat.uniroma2.it http://volterra.mat.uniroma2.it

A. BOUKAS

Department of Mathematics and Natural Sciences, American College of Greece Aghia Paraskevi, Athens 15342, Greece, E-mail: andreasboukas@acgmail.gr

The connection between the Lie algebra of the Renormalized Higher Powers of White Noise (RHPWN) and the centerless Virasoro (or Witt)-Zamolodchikov$w_{\infty}$ Lie algebras of conformal field theory, as well as the associated Fock space construction, have recently been established in Ref. ${ }^{1-6}$ In this note we prove the linear independence of the RHPWN Lie algebra generators.

## 1. Introduction: Renormalized Higher Powers of White Noise

The quantum white noise functionals $a_{t}^{\dagger}$ and $a_{t}$ satisfy the Boson commutation relations

$$
\begin{equation*}
\left[a_{t}, a_{s}^{\dagger}\right]=\delta(t-s), ;\left[a_{t}^{\dagger}, a_{s}^{\dagger}\right]=\left[a_{t}, a_{s}\right]=0 \tag{1}
\end{equation*}
$$

where $t, s \in \mathbb{R}$ and $\delta$ is the Dirac delta function, as well as the duality relation

$$
\begin{equation*}
\left(a_{s}\right)^{*}=a_{s}^{\dagger} \tag{2}
\end{equation*}
$$

Here (and in what follows) $[x, y]:=x y-y x$ is the usual operator commutator. For all $t, s \in \mathbb{R}$ and integers $n, k, N, K \geq 0$ we have (Ref. ${ }^{6}$ )

$$
\begin{equation*}
\left[a_{t}^{\dagger^{n}} a_{t}^{k}, a_{s}^{\dagger^{N}} a_{s}^{K}\right]= \tag{3}
\end{equation*}
$$

$$
\begin{aligned}
& \epsilon_{k, 0} \epsilon_{N, 0} \sum_{L \geq 1}\binom{k}{L} N^{(L)} a_{t}^{\dagger^{n}} a_{s}^{\dagger^{N-L}} a_{t}^{k-L} a_{s}^{K} \delta^{L}(t-s) \\
& -\epsilon_{K, 0} \epsilon_{n, 0} \sum_{L \geq 1}\binom{K}{L} n^{(L)} a_{s}^{\dagger^{N}} a_{t}^{\dagger^{n-L}} a_{s}^{K-L} a_{t}^{k} \delta^{L}(t-s)
\end{aligned}
$$

where for $n, k \in\{0,1,2, \ldots\}$ we have used the notation $\epsilon_{n, k}:=1-\delta_{n, k}$, where $\delta_{n, k}$ is Kronecker's delta and $x^{(y)}=x(x-1) \cdots(x-y+1)$ with $x^{(0)}=1$. In order to consider the smeared fields defined by the higher powers of $a_{t}$ and $a_{t}^{\dagger}$, for a test function $f$ and $n, k \in\{0,1,2, \ldots\}$ we define the sesquilinear form

$$
\begin{equation*}
B_{k}^{n}(f):=\int_{\mathbb{R}} f(t) a_{t}^{\dagger^{n}} a_{t}^{k} d t \tag{4}
\end{equation*}
$$

with involution

$$
\begin{equation*}
\left(B_{k}^{n}(f)\right)^{*}=B_{n}^{k}(\bar{f}) \tag{5}
\end{equation*}
$$

In $^{1}$ and $^{2}$ we introduced the convolution type renormalization of the higher powers of the Dirac delta function

$$
\begin{equation*}
\delta^{l}(t-s)=\delta(s) \delta(t-s) \quad ; \quad l=2,3, \ldots \tag{6}
\end{equation*}
$$

By multiplying both sides of (3) by test functions $f(t) g(s)$ such that $f(0)=$ $g(0)=0$ and then formally integrating the resulting identity (i.e. taking $\iint \ldots d s d t$ of both sides), using (6), we obtained the RHPWN Lie algebra commutation relations

$$
\begin{equation*}
\left[B_{k}^{n}(f), B_{K}^{N}(g)\right]_{R H P W N}:=(k N-K n) B_{k+K-1}^{n+N-1}(f g) \tag{7}
\end{equation*}
$$

As shown in ${ }^{1}$ and, ${ }^{2}$ for $n, k \in \mathbb{Z}$ with $n \geq 2$, the white noise operators

$$
\begin{equation*}
\hat{B}_{k}^{n}(f):=\int_{\mathbb{R}} f(t) e^{\frac{k}{2}\left(a_{t}-a_{t}^{\dagger}\right)}\left(\frac{a_{t}+a_{t}^{\dagger}}{2}\right)^{n-1} e^{\frac{k}{2}\left(a_{t}-a_{t}^{\dagger}\right)} d t \tag{8}
\end{equation*}
$$

with involution

$$
\begin{equation*}
\left(\hat{B}_{k}^{n}(f)\right)^{*}=\hat{B}_{-k}^{n}(\bar{f}) \tag{9}
\end{equation*}
$$

satisfy the commutation relations of the second quantized Virasoro-Zamolodchikov- $w_{\infty}$ Lie algebra (Ref. ${ }^{7}$ ), namely

$$
\begin{equation*}
\left[\hat{B}_{k}^{n}(f), \hat{B}_{K}^{N}(g)\right]_{w_{\infty}}=(k(N-1)-K(n-1)) \hat{B}_{k+K}^{n+N-2}(f g) \tag{10}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\hat{B}_{k}^{2}(f):=\int_{\mathbb{R}} f(t) e^{\frac{k}{2}\left(a_{t}-a_{t}^{\dagger}\right)}\left(\frac{a_{t}+a_{t}^{\dagger}}{2}\right) e^{\frac{k}{2}\left(a_{t}-a_{t}^{\dagger}\right)} d t \tag{11}
\end{equation*}
$$

is the white noise form of the centerless Virasoro algebra generators.

We may analytically continue the parameter $k$ in the definition of $\hat{B}_{k}^{n}(f)$ to an arbitrary complex number $k \in \mathbb{C}$ and to $n \geq 1$ and we can show (Ref. ${ }^{3}$ ) that the RHPWN and $w_{\infty}$ Lie algebras are connected through

$$
\begin{equation*}
\hat{B}_{k}^{n}(f)=\frac{1}{2^{n-1}} \sum_{m=0}^{n-1}\binom{n-1}{m} \sum_{p=0}^{\infty} \sum_{q=0}^{\infty}(-1)^{p} \frac{k^{p+q}}{p!q!} B_{n-1-m+q}^{m+p}(f) \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{k}^{n}(f)=\left.\sum_{\rho=0}^{k} \sum_{\sigma=0}^{n}\binom{k}{\rho}\binom{n}{\sigma} \frac{(-1)^{\rho}}{2^{\rho+\sigma}} \frac{\partial^{\rho+\sigma}}{\partial z^{\rho+\sigma}}\right|_{z=0} \hat{B}_{z}^{k+n+1-(\rho+\sigma)}(f) \tag{13}
\end{equation*}
$$

For $n \geq 1$ we define the $n$-th order RHPWN $*$-Lie algebras $\mathcal{L}_{n}$ as follows: (i) $\mathcal{L}_{1}$ is the $*$-Lie algebra generated by $B_{0}^{1}$ and $B_{1}^{0}$ i.e., $\mathcal{L}_{1}$ is the linear span of $\left\{B_{0}^{1}, B_{1}^{0}, B_{0}^{0}\right\}$ (ii) $\mathcal{L}_{2}$ is the $*$-Lie algebra generated by $B_{0}^{2}$ and $B_{2}^{0}$ i.e., $\mathcal{L}_{2}$ is the linear span of $\left\{B_{0}^{2}, B_{2}^{0}, B_{1}^{1}\right\}$ (iii) For $n \in\{3,4, \ldots\}, \mathcal{L}_{n}$ is the $*$-Lie algebra generated by $B_{0}^{n}$ and $B_{n}^{0}$ through repeated commutations and linear combinations. It consists of linear combinations of creation/annihilation operators of the form $B_{y}^{x}$ where $x-y=k n, k \in \mathbb{Z}-\{0\}$, and of number operators $B_{x}^{x}$ with $x \geq n-1$. Through white noise and norm compatibility considerations, the action of the RHPWN operators on $\Phi$ was defined in ${ }^{4}$ as

$$
B_{k}^{n}(f) \Phi:= \begin{cases}0 & \text { if } n<k \text { or } n \cdot k<0  \tag{14}\\ B_{0}^{n-k}(f) \Phi & \text { if } n>k \geq 0 \\ \frac{1}{n+1} \int_{\mathbb{R}} f(t) d t \Phi & \text { if } n=k\end{cases}
$$

In what follows, for all integers $n, k$ we will use the notation $B_{k}^{n}:=B_{k}^{n}\left(\chi_{I}\right)$ where $I$ is some fixed subset of $\mathbb{R}$ of finite measure $\mu:=\mu(I)>0$. Moreover, for all $t \in[0,+\infty)$ and for all integers $n, k$ we will use the notation $B_{k}^{n}(t):=$ $B_{k}^{n}\left(\chi_{[0, t]}\right)$.

To avoid ghosts (i.e., vectors of negative norm) appearing in the cases $n \geq 3$ in the Fock kernels $\left\langle\left(B_{0}^{n}\right)^{k} \Phi,\left(B_{0}^{n}\right)^{k} \Phi\right\rangle$ where $k \geq 0$, in $^{4}$ we defined

$$
\begin{equation*}
B_{n-1}^{n-1}\left(B_{0}^{n}\right)^{k} \Phi:=\left(\frac{\mu}{n}+k n(n-1)\right)\left(B_{0}^{n}\right)^{k} \Phi \tag{15}
\end{equation*}
$$

and were able to show that for all $k, n \geq 1$

$$
\begin{equation*}
\left\langle\left(B_{0}^{n}\right)^{k} \Phi,\left(B_{0}^{n}\right)^{m} \Phi\right\rangle=\delta_{m, k} k!n^{k} \prod_{i=0}^{k-1}\left(\mu+\frac{n^{2}(n-1)}{2} i\right) \tag{16}
\end{equation*}
$$

Therefore, the $\mathcal{F}_{n}$ inner product $\left\langle\psi_{n}(f), \psi_{n}(g)\right\rangle_{n}$ of the exponential vectors

$$
\begin{equation*}
\psi_{n}(\phi):=\prod_{i} e^{a_{i} B_{0}^{n}\left(\chi_{I_{i}}\right)} \Phi \tag{17}
\end{equation*}
$$

where $\phi:=\sum_{i} a_{i} \chi_{I_{i}}$ is a test function, for $n=1$ is

$$
\begin{equation*}
\left\langle\psi_{1}(f), \psi_{1}(g)\right\rangle_{1}:=e^{\int_{\mathbb{R}} \bar{f}(t) g(t) d t} \tag{18}
\end{equation*}
$$

while for $n \geq 2$ it is

$$
\begin{equation*}
\left\langle\psi_{n}(f), \psi_{n}(g)\right\rangle_{n}:=e^{-\frac{2}{n^{2}(n-1)} \int_{\mathbb{R}} \ln \left(1-\frac{n^{3}(n-1)}{2} \bar{f}(t) g(t)\right) d t} \tag{19}
\end{equation*}
$$

where $|f(t)|<\frac{1}{n} \sqrt{\frac{2}{n(n-1)}}$ and $|g(t)|<\frac{1}{n} \sqrt{\frac{2}{n(n-1)}}$.
The $n$-th order truncated RHPWN (or TRHPWN) Fock space $\mathcal{F}_{n}$ is the Hilbert space completion of the linear span of the exponential vectors $\psi_{n}(f)$
under the inner product $\langle\cdot, \cdot\rangle_{n}$. The full TRHPWN Fock space $\mathcal{F}$ is the direct sum of the $\mathcal{F}_{n}$ 's.

The Fock representation of the TRHPWN generators $B_{0}^{n}$ and $B_{n}^{0}$ obtained $i n^{4}$ is

$$
\begin{align*}
& B_{n}^{0}(f) \psi_{n}(g)=n \int_{\mathbb{R}} f(t) g(t) d t \psi_{n}(g)+\left.\frac{n^{3}(n-1)}{2} \frac{\partial}{\partial \epsilon}\right|_{\epsilon=0} \psi_{n}\left(g+\epsilon f g^{2}\right)  \tag{20}\\
& B_{0}^{n}(f) \psi_{n}(g)=\left.\frac{\partial}{\partial \epsilon}\right|_{\epsilon=0} \psi_{n}(g+\epsilon f) \tag{21}
\end{align*}
$$

where $f:=\sum_{i} a_{i} \chi_{I_{i}}$ and $g:=\sum_{i} b_{i} \chi_{I_{i}}$ with $I_{i} \cap I_{j}=\oslash$ for $i \neq j$ and $f(0)=g(0)=0$.

As shown in, ${ }^{4}$ for all $s \in[0, \infty)$

$$
\begin{equation*}
\left\langle e^{s\left(B_{0}^{1}(t)+B_{1}^{0}(t)\right)} \Phi, \Phi\right\rangle_{1}=e^{\frac{s^{2}}{2} t} \tag{22}
\end{equation*}
$$

i.e., $\left\{x_{1}(t):=B_{0}^{1}(t)+B_{1}^{0}(t)\right\}_{t \geq 0}$ is Brownian motion, while for $n \geq 2$

$$
\begin{equation*}
\left\langle e^{s\left(B_{0}^{n}(t)+B_{n}^{0}(t)\right)} \Phi, \Phi\right\rangle_{n}=\left(\sec \left(\sqrt{\frac{n^{3}(n-1)}{2}} s\right)\right)^{\frac{2 n t}{n^{3}(n-1)}} \tag{23}
\end{equation*}
$$

i.e., for each $n \geq 2,\left\{x_{n}(t):=B_{0}^{n}(t)+B_{n}^{0}(t)\right\}_{t \geq 0}$ is a continuous binomial/Beta process.

## 2. Linear independence of the RHPWN generators

## Lemma 2.1.

For all integers $m \geq 0$

$$
\begin{equation*}
\sum_{n=0}^{m} c_{n} B_{0}^{n}\left(f_{n}\right)=0 \Longrightarrow c_{n}=0 \quad \forall n \in\{0,1, \ldots, m\} \tag{24}
\end{equation*}
$$

where we assume that the test functions $f_{n}$ are such that for all $n \in$ $\{0,1, \ldots, m\}$

$$
\begin{equation*}
\int_{\mathbb{R}} f_{n}(t) a_{t}^{\dagger^{n}} d t \not \equiv 0 \tag{25}
\end{equation*}
$$

## Proof.

For $m=0$,

$$
\begin{equation*}
c_{0} B_{0}^{0}\left(f_{0}\right)=0 \Longrightarrow c_{0} \int_{\mathbb{R}} f_{0}(t) d t=0 \Longrightarrow c_{0}=0 \tag{26}
\end{equation*}
$$

and so (24) holds. Suppose that it holds for $m=M$. We will show that it is true for $m=M+1$ also. So suppose that

$$
\begin{equation*}
\sum_{n=0}^{M+1} c_{n} B_{0}^{n}\left(f_{n}\right)=0 \tag{27}
\end{equation*}
$$

Then

$$
\begin{equation*}
\sum_{n=0}^{M+1} c_{n}\left[B_{1}^{0}(g), B_{0}^{n}\left(f_{n}\right)\right]=0 \tag{28}
\end{equation*}
$$

where $g$ is any test function such that

$$
\begin{equation*}
\int_{\mathbb{R}} g(t) f_{n}(t) a_{t}^{\dagger^{n}} d t \not \equiv 0 \tag{29}
\end{equation*}
$$

for all $n$, i.e.,

$$
\begin{equation*}
\sum_{n=0}^{M+1} n c_{n} B_{0}^{n-1}\left(g f_{n}\right)=0 \tag{30}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\sum_{n=1}^{M+1} n c_{n} B_{0}^{n-1}\left(g f_{n}\right)=0 \tag{31}
\end{equation*}
$$

or, letting $N:=n-1$, to

$$
\begin{equation*}
\sum_{N=0}^{M}(N+1) c_{N+1} B_{0}^{N}\left(g f_{N+1}\right)=0 \tag{32}
\end{equation*}
$$

which, by the induction hypothesis, implies that

$$
\begin{equation*}
(N+1) c_{N+1}=0 \Longrightarrow c_{N+1}=0 \Longrightarrow c_{n}=0 \tag{33}
\end{equation*}
$$

for all $n \in\{1,2, \ldots, M+1\}$. But then (27) reduces to $c_{0} B_{0}^{0}\left(f_{0}\right)=0$ which, as we have already seen, implies that $c_{0}=0$ as well.

Lemma 2.2. For all integers $m \geq 0$

$$
\begin{equation*}
\sum_{k=0}^{m} c_{k} B_{k}^{0}\left(f_{k}\right)=0 \Longrightarrow c_{k}=0 \quad \forall k \in\{0,1, \ldots, m\} \tag{34}
\end{equation*}
$$

where we assume that the arbitrary test functions $f_{k}$ are such that for all $k \in\{0,1, \ldots, m\}$

$$
\begin{equation*}
\int_{\mathbb{R}} f_{k}(t) a_{t}^{k} d t \not \equiv 0 \tag{35}
\end{equation*}
$$

Proof. Taking the adjoint of equation (34) we obtain

$$
\begin{equation*}
\sum_{k=0}^{m} \bar{c}_{k} B_{0}^{k}\left(\bar{f}_{k}\right)=0 \tag{36}
\end{equation*}
$$

which by Lemma 2.1 implies that $\bar{c}_{k}=0$, and so $c_{k}=0$, for all $k \in$ $\{0,1, \ldots, m\}$.

Theorem 2.1. The generators $B_{k}^{n}(f)$ of the RHPWN Lie algebra are linearly independent, i.e., for all integers $m \geq 0$

$$
\begin{equation*}
\sum_{n=0}^{m} \sum_{k=0}^{m} c_{n, k} B_{k}^{n}\left(f_{n, k}\right)=0 \Longrightarrow c_{n, k}=0 \quad \forall n, k \in\{0,1, \ldots, m\} \tag{37}
\end{equation*}
$$

where we assume that the arbitrary test functions $f_{n, k}$ are such that

$$
\begin{equation*}
\int_{\mathbb{R}} f_{n, k}(t) a_{t}^{\dagger n} a_{t}^{k} d t \not \equiv 0 \tag{38}
\end{equation*}
$$

Note: By filling in with zero coefficients if necessary, every finite linear combination of the RHPWN generators can be put in the form

$$
\begin{equation*}
\sum_{n=0}^{m} \sum_{k=0}^{m} c_{n, k} B_{k}^{n}\left(f_{n, k}\right) \tag{39}
\end{equation*}
$$

Proof. We will proceed by induction on $m$. For $m=0$, equation (37) becomes

$$
\begin{equation*}
c_{0,0} B_{0}^{0}\left(f_{0,0}\right)=0 \Longrightarrow c_{0,0}=0 \tag{40}
\end{equation*}
$$

which is true by (38). Suppose that equation (37) holds for $m=M$. We will show that it is true for $m=M+1$ also. So suppose that

$$
\begin{equation*}
\sum_{n=0}^{M+1} \sum_{k=0}^{M+1} c_{n, k} B_{k}^{n}\left(f_{n, k}\right)=0 \tag{41}
\end{equation*}
$$

Taking the commutator of (41) first with $B_{0}^{1}(g)$ and then with $B_{1}^{0}(g)$, where $g$ is any test function such that

$$
\begin{equation*}
\int_{\mathbb{R}} g(t) f_{n, k}(t) a_{t}^{\dagger n} a_{t}^{k} d t \not \equiv 0 \tag{42}
\end{equation*}
$$

for all $n, k$, we obtain

$$
\begin{equation*}
\sum_{n=0}^{M+1} \sum_{k=0}^{M+1} k n c_{n, k} B_{k-1}^{n-1}\left(g^{2} f_{n, k}\right)=0 \tag{43}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\sum_{n=1}^{M+1} \sum_{k=1}^{M+1} k n c_{n, k} B_{k-1}^{n-1}\left(g^{2} f_{n, k}\right)=0 \tag{44}
\end{equation*}
$$

which, letting $N:=n-1$ and $K:=k-1$, is equivalent to

$$
\begin{equation*}
\sum_{N=0}^{M} \sum_{K=0}^{m}(K+1)(N+1) c_{N+1, K+1} B_{K}^{N}\left(g^{2} f_{N+1, K+1}\right)=0 \tag{45}
\end{equation*}
$$

which, by the induction hypothesis, implies that

$$
\begin{equation*}
(K+1)(N+1) c_{N+1, K+1}=0 \Longrightarrow c_{N+1, K+1}=0 \Longrightarrow c_{n, k}=0 \tag{46}
\end{equation*}
$$

for all $n, k \in\{1,2, \ldots, M+1\}$. If $n=0$ and/or $k=0$ then equation (41) reduces to

$$
\begin{equation*}
c_{0,0} B_{0}^{0}\left(f_{0,0}\right)+\sum_{n=1}^{m+1} c_{n, 0} B_{0}^{n}\left(f_{n, 0}\right)+\sum_{k=1}^{m+1} c_{0, k} B_{k}^{0}\left(f_{0, k}\right)=0 \tag{47}
\end{equation*}
$$

Taking the commutator of (47) with $B_{0}^{1}(g)$, where $g$ is as above, we obtain

$$
\begin{equation*}
\sum_{k=1}^{m+1} k c_{0, k} B_{k-1}^{0}\left(g f_{0, k}\right)=0 \tag{48}
\end{equation*}
$$

which by Lemma 2.2 implies that $k c_{0, k}=0$ for all $k \in\{1,2, \ldots, M+1\}$ and so $c_{0, k}=0$ for all $k \in\{1,2, \ldots, M+1\}$. Similarly, taking the commutator of (47) with $B_{1}^{0}(g)$ we obtain

$$
\begin{equation*}
\sum_{n=1}^{m+1} n c_{n, 0} B_{0}^{n-1}\left(g f_{n, 0}\right)=0 \tag{49}
\end{equation*}
$$

which by Lemma 2.1 implies that $n c_{n, 0}=0$ for all $n \in\{1,2, \ldots, M+1\}$ and so $c_{n, 0}=0$ for all $n \in\{1,2, \ldots, M+1\}$. So, (41) reduces to

$$
\begin{equation*}
c_{0,0} B_{0}^{0}\left(f_{0,0}\right)=0 \tag{50}
\end{equation*}
$$

which by (38) implies that $c_{0,0}=0$. Therefore $c_{n, k}=0$ for all $n, k \in$ $\{0,1,2, \ldots, M+1\}$.
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#### Abstract

A protein with a certain amino acid sequence folds into its unique threedimensional shape spontaneously and binds to its ligand or partner proteins to play its own role in a living system. This relationship between a protein sequence and its three-dimensional structure constitutes the second part of the genetic code that links DNA sequence information of a gene with the function of its product, which remains an enigma in biology. Computer simulation is a powerful tool that can analyze and calculate energies of various conformations of proteins at atomic resolution. However, when the protein folding and binding are pursued using this method, we face to two barriers: efficient sampling of protein conformations and improvement of force field. To break these barriers, I have developed an atomistic Brownian dynamics (BD) simulation method that uses physics-based energy terms and force field. The BD method does not treat water molecules explicitly and can adopt a long time step, resulting reduction of the computation time greatly. Some peptides folded into their native structures from extended conformations without statistical information obtained from databases of proteins using the BD method. I have also developed an umbrella sampling method combined with the BD to calculate absolute binding affinity of protein-protein interaction. By using the $\mathrm{BD} /$ umbrella sampling method, binding free energy of WW-domain/Pro-rich peptide could be estimated quantitatively. In these respects, the BD method would be effective for analysis of protein folding and binding.


## 1. Introduction

Proteins play pivotal roles in living organisms. They are synthesized as unbranched long-chain polymers of just twenty kinds of amino acids in a cell. Unlike most of polymers, each chain can fold spontaneously into a well-ordered three-dimensional structure depending on its amino acid sequence encoded by the gene (Figure 1). Furthermore, they can bind to other molecules to expresses their biological functions. Remarkable precision and fidelity of protein folding and binding form the basis of all living systems.

Now thanks to tremendous progress of various high-throughput projects, such as genome sequencing and structural genomics, in recent years, a huge number of genes, protein structures, and relating data are accumulating. Under these circumstances, understanding the mechanism of the protein folding and binding and predicting these dynamical reactions are a crucial step to shift the today's genomic biology to new phase where many biological phenomena can be predicted in a computer based on the collected data.

Molecular dynamics (MD) simulation is an essential tool that can analyze protein folding and binding. However, when these problems are approached using this method, we face to two difficult problems. The first is the quantitative uncertainty of the free energy function describing both protein's intramolecular interactions and intermolecular interactions with solvent for arbitrary conformations. The second is the insufficiency of simulation time that should be necessary for following the whole process of folding and binding: ten nanosecond simulation of a protein-solvent system necessitates about a week of computation time even with up-to-date computers, though protein folding and binding take place from sub-microseconds to seconds.

In order to overcome the difficulty of these two obstacles, various approaches have been developed, such as replica-exchange, ${ }^{1}$ generalized-Born model, ${ }^{2}$ and so on. In our group, an atomistic Brownian dynamics (BD) simulation with multiple time step algorithm and a new implicit solvent model to describe the protein folding process at atomic resolution have been developed. ${ }^{3-6}$ In this report, I will describe our BD approach to long time folding simulation firstly. Then, I would like to introduce an example of binding affinity calculation using umbrella sampling with BD method briefly.

## 2. Methods and Models

### 2.1. Brownian dynamics simulation algorithm

By treating the effects of solvent as a dissipative random force, the Langevin equation can be expressed as

$$
\begin{equation*}
m_{i} \frac{d^{2} \mathbf{r}_{i}}{d t^{2}}=-\zeta_{i} \frac{d \mathbf{r}_{i}}{d t}+\mathbf{F}_{i}+\mathbf{R}_{i} \tag{1}
\end{equation*}
$$

Here, $m_{i}$ and $\mathbf{r}_{i}$ represent the mass and position of atom $i$, respectively. $\zeta_{i}$ is a frictional coefficient and is determined by the Stokes' law, that is, $\zeta_{i}=6 \pi a_{i}^{\text {Stokes }} \eta$ in which $a_{i}^{\text {Stokes }}$ is a Stokes radius of atom $i$ and $\eta$
(a)
(c)
(b)


KETAAAKFERQHMDSSTSAASSSNYCNQMMKSRNLTKDRCKP VNTFVHESLADVQAVCSQKNVACKNGQTNCYQSYSTMSITDC RETGSSKYPNCAYKTTQANKHIIVACEGNPYVPVHFDASV

Fig. 1. Three-dimensional structure of ribonuclease A (PDB ID: 1fs3). (a) Schematic view of the protein. $\alpha$-Helices and $\beta$-sheets are drawn in red and yellow, respectively. (b) The structure represented by sticks. Carbon atoms are in green; hydrogen atoms are in white; oxygen atoms are in red; nitrogen atoms are in blue; and sulfur atoms are in orange. (c) The amino acid sequence of the protein. Each amino acid is written with one letter representation: $\mathrm{A}=$ alanine, $\mathrm{C}=$ cysteine, $\mathrm{D}=$ aspartic acid, $\mathrm{E}=$ glutamic acid, $\mathrm{F}=$ phenylalanine, $\mathrm{G}=$ glycine, $\mathrm{H}=$ histidine, $\mathrm{I}=$ isoleucine, $\mathrm{K}=$ lysine, $\mathrm{L}=$ leucine, $\mathrm{M}=$ methionine, $\mathrm{N}=$ asparagine, $\mathrm{P}=$ proline, $\mathrm{Q}=$ glutamine, $\mathrm{R}=\operatorname{arginine}, \mathrm{S}=$ serine, $\mathrm{T}=$ threonine, $\mathrm{V}=$ valine, $\mathrm{W}=$ tryptophan and $\mathrm{Y}=$ tyrosine. Figures of the protein are generated with PyMOL. ${ }^{17}$
is the viscosity of water. $\mathbf{F}_{i}$ is the systematic force on atom $i . \mathbf{R}_{i}$ is a random force on atom $i$ having a zero mean $\left\langle\mathbf{R}_{i}(t)\right\rangle=0$ and a variance $\left\langle\mathbf{R}_{i}(t) \mathbf{R}_{i}(0)\right\rangle=2 \zeta_{i} k_{\mathrm{B}} T \delta_{i j} \delta(t) \mathbf{I}$ where $k_{\mathrm{B}}$ is the Boltzmann's constant, $T$ is absolute temperature, $\delta_{i j}$ is the Kronecker delta, $\delta(t)$ is the Dirac delta, and $\mathbf{I}$ is $3 \times 3$ unit tensor; this derives from the effects of solvent.

For the overdamped limit (the solvent damping is large and the inertial memory is lost in a very short time), we set the left side of Eq. 1 to zero,

$$
\begin{equation*}
\zeta_{i} \frac{d \mathbf{r}_{i}}{d t}=\mathbf{F}_{i}+\mathbf{R}_{i} . \tag{2}
\end{equation*}
$$

Integrated equation of Eq. 2 is called Brownian dynamics; ${ }^{7}$

$$
\begin{equation*}
\mathbf{r}_{i}(t+h)=\mathbf{r}_{i}(t)+\frac{\mathbf{F}_{i}(t)}{\zeta_{i}} h+\sqrt{\frac{2 k_{\mathrm{B}} T}{\zeta_{i}} h \boldsymbol{\omega}_{i}} \tag{3}
\end{equation*}
$$

where $h$ is a time step and $\boldsymbol{\omega}_{i}$ is a random noise vector obtained from Gaussian distribution.

Time step of 10 fs was used for single time step BD simulation. For multiple time step algorithm, short time step, $\Delta \tau$, of 5 fs and long time step, $\Delta t$, of 40 fs were used. ${ }^{4}$ Cut-off method was not used. All bond lengths were constrained with LINCS algorithm. ${ }^{8}$ Stokes radius of each atom was its van der Waals radius plus $1.4 \AA$. Coordinates and energies were recorded every 100 ps during the simulation. For analysis, the structures collected for first 10 ns were removed. All calculations were performed on a 2.8 GHz Pentium4 processor based on Linux.

### 2.2. Force field

We used the AMBER91 united-atom force field for amino acids ${ }^{9}$ with some modifications as the followings. An angle-dependent, 12-10 hydrogen-bond potential, $V_{\mathrm{hb}}$, was used for hydrogen-bonding atoms in combination with van der Waals potential, $V_{\mathrm{vdW}}$ :

$$
\begin{align*}
& V_{\mathrm{hb}}=\sum_{i, j}\left(\frac{C_{i j}}{r_{i j}^{12}}-\frac{D_{i j}}{r_{i j}^{10}}\right) F\left(\theta_{\mathrm{A}-\mathrm{H}-\mathrm{D}}, \theta_{\mathrm{AA}-\mathrm{A}-\mathrm{H}}\right)  \tag{4}\\
& V_{\mathrm{vdW}}=\sum_{i, j}\left(\frac{A_{i j}}{r_{i j}^{12}}-\frac{B_{i j}}{r_{i j}^{6}}\right)\left(1-F\left(\theta_{\mathrm{A}-\mathrm{H}-\mathrm{D}}, \theta_{\mathrm{AA}-\mathrm{A}-\mathrm{H}}\right)\right) \tag{5}
\end{align*}
$$

Here, $A_{i j}, B_{i j}, C_{i j}$, and $D_{i j}$ are the parameters that depend on atom type $i$ and $j$, and $r_{i j}$ is the distance between atom $i$ and $j$. The angle-dependent term, $F\left(\theta_{\mathrm{A}-\mathrm{H}-\mathrm{D}}, \theta_{\mathrm{AA}-\mathrm{A}-\mathrm{H}}\right)$, varies depending on the type of hybridized orbital of the acceptor atom:

For $\mathrm{sp}^{2}$ acceptor,

$$
\begin{aligned}
& F\left(\theta_{\mathrm{A}-\mathrm{H}-\mathrm{D}}, \theta_{\mathrm{AA}-\mathrm{A}-\mathrm{H}}\right)=\cos ^{4}\left(\theta_{\mathrm{A}-\mathrm{H}-\mathrm{D}}\right) \cos ^{4}\left(\theta_{\mathrm{A}-\mathrm{H}-\mathrm{D}}-155^{\circ}\right) \\
& \left(\theta_{\mathrm{A}-\mathrm{H}-\mathrm{D}}>90^{\circ}, \theta_{\mathrm{AA}-\mathrm{A}-\mathrm{H}}-155^{\circ}>90^{\circ}\right)
\end{aligned}
$$

$$
\begin{equation*}
\text { and for } \mathrm{sp}^{3} \text { acceptor, } \tag{6}
\end{equation*}
$$

$$
\begin{aligned}
& F\left(\theta_{\mathrm{A}-\mathrm{H}-\mathrm{D}}, \theta_{\mathrm{AA}-\mathrm{A}-\mathrm{H}}\right)=\cos ^{4}\left(\theta_{\mathrm{A}-\mathrm{H}-\mathrm{D}}\right) \cos ^{4}\left(\theta_{\mathrm{A}-\mathrm{H}-\mathrm{D}}-109.5^{\circ}\right) \\
& \left(\theta_{\mathrm{A}-\mathrm{H}-\mathrm{D}}>90^{\circ}, \theta_{\mathrm{AA}-\mathrm{A}-\mathrm{H}}-109.5^{\circ}>90^{\circ}\right)
\end{aligned}
$$

where $\theta_{A-H-D}$ is the acceptor-hydrogen-donor angle and $\theta_{A A-A-H}$ is the base-acceptor-hydrogen angle (where the base is the atom that attaches to the acceptor).

To reproduce the solvation effects, three implicit solvent models were used: distance-dependent dielectric model (DD), solvent-accessible surface area model (SA), and effective charge model (EC). ${ }^{5}$ In the DD model, $\epsilon=2 r_{i j}$ was used. The atomic solvation parameters used in the SA model
were $\sigma(\mathrm{C})=12 \mathrm{cal} / \mathrm{mol} / \AA^{2}, \sigma(\mathrm{O}, \mathrm{N})=-116 \mathrm{cal} / \mathrm{mol} / \AA^{2}, \sigma(\mathrm{~S})=-18$ $\mathrm{cal} / \mathrm{mol} / \AA^{2}$, and $\sigma\left(\mathrm{O}^{-} / \mathrm{N}^{+}\right)=-280 \mathrm{cal} / \mathrm{mol} / \AA^{2} .^{6}$

The EC model was introduced by us to represent the shielding effect of oriented water molecules around a point charge, ${ }^{5}$ in which atomic charge of atom $i, q_{i}$, is neutralized as a function of solvent-accessible surface area of the atom, $S A_{i}\left(\mathbf{r}^{N}\right)$, in a given atomic coordinate $\mathbf{r}^{N}\left(\mathbf{r}^{N}\right.$ is a position vector of $N$ th atom):

$$
\begin{equation*}
q_{i}^{\prime}=q_{i}\left[\frac{1-S A_{i}\left(\mathbf{r}^{N}\right) / S_{i}}{\alpha_{\mathrm{int}}}+\frac{S A_{i}\left(\mathbf{r}^{N}\right) / S_{i}}{\alpha_{\mathrm{ext}}}\right] \tag{7}
\end{equation*}
$$

Here $q_{i}^{\prime}$ is the effective charge of atom $i, S_{i}$ is the total solvent-accessible surface area of isolated atom $i, \alpha_{\text {int }}$ is a shielding parameter against interior of the solute (wherein $\alpha_{\mathrm{int}}$ is set at unity), and $\alpha_{\mathrm{ext}}$ is a shielding parameter for exterior water. In this study, $\alpha_{\text {ext }}=5$ was used.

### 2.3. Umbrella sampling

Free energy along the chosen coordinate (called as reaction coordinate) is known as a potential of mean force (PMF). For calculating PMF, sampling of large conformational space separated by several multiples of $k_{\mathrm{B}} T$ is necessary. Unfortunately, conventional simulation methods, such as Monte Carlo or molecular dynamics (MD), do not sample these regions adequately in biomolculer system. Umbrella sampling method is a traditional technique that overcomes this sampling problem by modifying the potential function so that the unfavorable states are sampled sufficiently. ${ }^{10}$ The modified potential function $\left(V^{\prime}\left(\mathbf{r}^{N}\right)\right)$ is written as follow:

$$
\begin{equation*}
V^{\prime}\left(\mathbf{r}^{N}\right)=V\left(\mathbf{r}^{N}\right)+U\left(\mathbf{r}^{N}\right), \tag{8}
\end{equation*}
$$

where $\left(V\left(\mathbf{r}^{N}\right)\right)$ is a potential function of a protein-solvent system and $\left(U\left(\mathbf{r}^{N}\right)\right)$ is a weighting function called as "umbrella potential". Typically, this umbrella potential takes a quadratic form:

$$
\begin{equation*}
U\left(\mathbf{r}^{N}\right)=K_{\mathrm{umb}}\left(\mathbf{r}^{N}-\mathbf{r}_{0}^{N}\right)^{2} . \tag{9}
\end{equation*}
$$

Here, $K_{\text {umb }}$ is a force constant and $\mathbf{r}_{0}^{N}$ is an equilibrium coordinate. Simulation using the modified potential function will be biased toward the region of $\mathbf{r}_{0}^{N}$, resulting non-Boltzmann distribution. The corresponding Boltzmann average of any property $A$ can be extracted from the non-Boltzmann distribution using a method introduce by Torrie and Valleau: ${ }^{11}$

$$
\begin{equation*}
\langle A\rangle=\frac{\left\langle A\left(\mathbf{r}^{N}\right) \exp \left[U\left(\mathbf{r}^{N}\right) / k_{\mathrm{B}} T\right]\right\rangle_{U}}{\left\langle\exp \left[U\left(\mathbf{r}^{N}\right) / k_{\mathrm{B}} T\right]\right\rangle_{U}} . \tag{10}
\end{equation*}
$$

The subscript $U$ indicates that an ensemble average is based on the probability determined by the modified potential function $\left(V^{\prime}\left(\mathbf{r}^{N}\right)\right)$.

Usually, multiple simulations using sequential values of $\mathbf{r}_{0}^{N}$ along the reaction coordinate are performed for efficient sampling and data obtained by these simulations are combined by WHAM (Weighted Histogram Analysis Method). ${ }^{12}$

### 2.4. Models

A designed $\beta \beta \alpha$ folded peptide named pda8d (PDB code 1 psv ) with the sequence KPYTARIKGRTFSNEKELRDFLETFTGR (28 residues) ${ }^{13}$ was used to evaluate effectiveness of BD compared to MD. For folding simulation, two short peptides that fold into their three dimensional structures in aqueous solution were used. The first peptide is an analogue of the helical C-peptide of ribonuclease A termed peptide III, whose sequence is acetyl-AETAAAKFLRAHA- $\mathrm{NH}_{2}$ (13 residues). ${ }^{14}$ The second peptide is the designed $\beta$-hairpin peptide, BH8, whose sequence is RGITVNGKTYGR (12 residues). ${ }^{15}$ For binding affinity calculation, ubiquitin ligase Ned4 WWdomain (50 residues) and Pro-rich peptide (17 residues) complex structure determined by NMR (PDB code 1 i 5 h$)^{16}$ was used as an initial state.

### 2.5. Analysis

### 2.5.1. Native contacts

We defined nine backbone-backbone hydrogen bonds (the O $\cdots \mathrm{H}$ distance is smaller than $3 \AA$ ) between residue $i$ and $i+4$ as native contacts of peptide III. For BH8, four interstrand backbone-backbone hydrogen bonds (Ile3 NH-Tyr10 CO, Ile3 CO-Tyr10 NH, Val5 NH-Lys8 CO, and Val5 COLys8 NH) and 3 interstrand side-chain - side-chain interactions (Ile3-Tyr10, Thr4-Thr9, and Val5-Lys8; distances between geometrical centers of sidechains are smaller than $7 \AA$ ) were used for native contacts.

### 2.5.2. Cluster analysis

The method of cluster analysis is based on structural similarity that was measured using distance-based root mean square deviation (dRMS). ${ }^{6}$ The dRMS is evaluated for each pair of structures. For each conformation, the number of neighbors is calculated using a dRMS cutoff of $2 \AA$. The conformation with the highest number of neighbors (the most populated cluster) is defined as the center of the first cluster. All the neighbors of this conformation are removed from the ensemble of conformations. The center of the
second cluster is determined in the same way as for the first cluster. This procedure is repeated until any one structure is assigned to one of such clusters.

## 3. Results and Discussion

### 3.1. Computational time

Table 1 lists the computational time required for 1 ns simulation of pda8d using BD , BD with multiple time step (MTS) algorithm and MD on a 2.8 GHz Pentium4 processor. BD simulation was faster than the conventional MD simulation by a factor of 50 . When MTS algorithm was introduced in BD simulation, computational time was greatly reduced by a factor of 150 compared with the MD simulation. The BD simulations were stable and the artifacts often observed in simulations at vacuum condition were reduced (data not shown). These results indicate that this BD method would be effective for long time simulation.

Table 1. Computational time required for 1 ns simulation.

| Algorithm | Number of atoms | Time (min) | Speedup factor |
| :---: | :---: | :---: | :---: |
| BD | 304 | 38.8 | 53 |
| MTS-BD | 304 | 12.8 | 161 |
| MD | 7,681 | 2,057 | 1 |

 processor. ${ }^{\text {b }}$ Multiple time step algorithm was used with short time step of 5 fs and long time step of 40 fs . All covalent bonds were constrained with LINCS. ${ }^{\text {c }}$ The simulation was performed using AMBER. The peptide was solvated using a box extending at least $10 \AA$ in all directions. All covalent bonds were constrained with SHAKE. Cut-off radius was $9 \AA$. The time step was 2 fs.

### 3.2. Folding simulations of $\alpha$-helical and $\beta$-hairpin peptides

To study the folding mechanism of the key structural elements of proteins, we performed long time simulations of $\alpha$-helical, peptide III, and $\beta$-hairpin, BH8, peptides at 298 K using our BD with MTS algorithm and the implicit solvent DD/SA/EC models from the fully extended conformations. Folding simulations of the peptides were performed five times using different random seeds for each peptide.

### 3.2.1. Folding trajectories

Figure 2 shows the fraction of native contacts $(Q)$ of the two peptides as a function of simulation time. For peptide III, although there were few states having $Q>0.8$ due to lack of hydrogen bonds at C-terminus, the peptide reached the folded states from the extended states within 400 ns in all simulations. Because the formation of perfect helix ( $Q=1.0$ ) accompanies with large entropic cost of conformation, this state is not expected to exist in a significant amount. In the simulations of BH8, the peptide also folded from the extended structure in all trajectories.


Fig. 2. Time evolutions of the fraction of native contacts during BD simulations of peptide III (left) and BH8 (right). Five trajectories obtained by the BD simulations using different random number seeds are shown.

### 3.2.2. Energy components

The average effective energy (effective energy is the intra-protein energy plus solvation free energy) and its components (van der Waals term, $E_{\mathrm{vdW}}$, electrostatic term including the effects of $\mathrm{DD} / \mathrm{SA} / \mathrm{EC}$ implicit solvent models, $E_{\text {elec }}{ }^{\prime}$ ) of the two peptides as a function of $Q$ are shown in Figure 3. The total effective energy showed downhill profile for both peptides. The negative gradient of the total effective energy of peptide III was much larger than that of BH 8 . However, since variances of the total energies were too large, there were many non-native structures having lower effective energies than the energy of the native structure in both systems. This result indicates that it is impossible to predict the native states of the peptides based on the energy alone. For peptide III, the average values of $E_{\mathrm{vdW}}$ and $E_{\text {elec }}$ ' decreased with $Q$. For BH8, although the average value of $E_{\mathrm{vdW}}$, de-
creased with $Q$, the slope of $E_{\text {elec }}$ ' is quite flat. These results indicate that the effective driving energy contributions to the folding of the peptides are concluded to be derived from both van der Waals and electrostatic terms for the $\alpha$-helical peptide, peptide III, and from van der Waals term for $\beta$-hairpin peptide, BH 8 .


Fig. 3. Energy plots of the $2.0 \times 10^{4}$ conformations sampled during five simulations of (a-c) peptide III and (d-f) BH8 at 298 K . (a, d) Average of total effective energy, (b, e) average energy of van der Waals term and (c,f) average energy of effective electrostatic term as a function of $Q$ are shown.

### 3.2.3. Cluster analysis

Next we performed a cluster analysis based on dRMS using about 20,000 structures obtained by the simulations of each peptide. The structures of the centers of the three most populated clusters for both peptides are shown in Figure 4. The most populated clusters of peptide III and BH8 contain $7 \%$ and $8 \%$ of all the conformations, respectively. Interestingly, the most populated cluster had higher average value of $Q$ than that of other clusters and the folded structures belonged to these most populated clusters for both peptides. The central structure of cluster 1 of peptide III had a helical conformation throughout the peptide. For BH8, the central structure of the
most populated cluster was a $\beta$-hairpin conformation that had side-chains of Ile3, Val5, Lys8, and Tyr10 protruding on the same side of plane of the strands, which is consistent with the NMR data. An important point is that the cluster analysis makes it possible to predict the native folded states from the structures obtained by the BD simulations.

Cluster 1

## Peptide III <br> $$
\begin{gathered} <E_{\text {total }}>=-103.0 \\ <Q>=0.63 \end{gathered}
$$



$$
\begin{gathered}
<E_{\text {total }}>=-165.1 \\
<Q>=0.53
\end{gathered}
$$

Cluster 2

$<E_{\text {total }}>=-101.7$
$\langle Q>=0.55$


$$
\begin{gathered}
<E_{\text {total }}>=-164.2 \\
<Q>=0.05
\end{gathered}
$$

Cluster 3

$<E_{\text {total }}>=-101.0$
$<Q>=0.50$

$<E_{\text {total }}>=-162.0$
$\langle Q>=0.05$

Fig. 4. Ribbon representations of the central structures of the three most populated clusters for peptide III (upper) and for BH8 (lower). From left to right, cluster 1, cluster 2 and cluster 3 are shown. The values of total effective energy ( $E_{\text {total }}$ in kcal $/ \mathrm{mol}$ ) and the fraction of native contacts, $Q$, averaged over the cluster are listed under each central structure. For BH8, residues of Ile3, Val5, Lys8 and Tyr10 are shown in sticks. The figures are generated with MOLMOL. ${ }^{18}$

### 3.3. Binding affinity calculation

Using MD method, we can follow only tens of nanoseconds of a protein dynamics. Hence the time is not enough to simulate the conformational change accompanying with the ligand binding reaction to a receptor. Since we have developed BD algorithm, we have extended it to enable the free energy estimation of a ligand binding using umbrella sampling.

For calculation of binding affinity of WW-domain and its binding peptide using $\mathrm{BD} /$ umbrella sampling method, the distance between Phe $27 \mathrm{C} \beta$ of WW-domain and Pro $\mathrm{C} \gamma$ of the peptide was used as reaction coordinate;

$$
\begin{equation*}
U\left(r_{12}\right)=K_{\text {umb }}\left(r_{12}-r_{0}\right)^{2} . \tag{11}
\end{equation*}
$$

Here, $r_{12}$ is the distance between the atoms mentioned above and $r_{0}$ is the equilibrium distance. 36 sampling windows using $r_{0}=3.5,4.0 \cdots, 21.0 \AA$ and $K_{\mathrm{umb}}=4 \mathrm{kcal} / \mathrm{mol} / \AA^{2}$ were used. In each window, 1.0 ns and 1.1 ns BD simulations were performed for equilibration and sampling, respectively.

Figure 5 shows a PMF of WW-domain/peptide binding as a function of the reaction coordinate obtained by using the $\mathrm{BD} /$ umbrella sampling method. The binding free energy was estimated as $9 \mathrm{kcal} / \mathrm{mol}$. In experiment, that value was estimated as $6 \mathrm{kcal} / \mathrm{mol}$. The accordance is not good enough to be quantitative. This may be due to the inappropriate force parameters used in this study. We are trying to improve the parameters toward being quantitative by our method.


Fig. 5. Binding free energy estimation of WW-domain/Pro-rich peptide by $\mathrm{BD} /$ umbrella sampling simulation. In experiment, the binding free energy was estimated as $6 \mathrm{kcal} / \mathrm{mol}$, and in calculation it was $9 \mathrm{kcal} / \mathrm{mol}$. PMF means potential of mean force.

## 4. Conclusion

Now the BD method made it possible to simulate the folding of the key secondary structure elements in proteins, as well as to estimate binding affinity of a protein-protein interaction as described above. Adding to the conclusion of this report, I would like to state a future direction of our study. For understanding folding mechanism and predicting the folded structures of
proteins from their amino acid sequences, the folding simulations of proteins having more than 50 amino acid residues should be essential. To tackle this problem, we have launched the protein structure prediction server named "TANPAKU", in which thousands of BD simulations are performed on distributed computing platform simultaneously. The tremendous computational power would enable us to search for an optimal parameter set more efficiently. This will lead the simulations to being more quantitative. Furthermore, we would like to develop a quantum algorithm of BD simulation in collaboration with physicists and mathematicians. We believe that these studies will become a key step to solving "the secret" of protein folding and binding.
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#### Abstract

In this article we try to bridge the gap between the quantum dynamical semigroup and Wigner function approaches to quantum open systems. In particular we study stationary states and the long time asymptotics for the quantum Fokker-Planck equation. Our new results apply to open quantum systems in a harmonic confinement potential, perturbed by a (large) sub-quadratic term.


Keywords: Quantum Markov Semigroups, Quantum Fokker Planck, steady state, large-time convergence.

## 1. Quantum Fokker-Planck model

This paper is concerned with the mathematical analysis of quantum FokkerPlanck (QFP) models, a special type of open quantum systems that models the quantum mechanical charge-transport including diffusive effects, as needed, e.g., in the description of quantum Brownian motion, ${ }^{1}$ quantum optics, ${ }^{2}$ and semiconductor device simulations. ${ }^{3}$ We shall consider two equivalent descriptions, the Wigner function formalism and the density matrix formalism.

In the quantum kinetic Wigner picture a quantum state is described by
the real valued Wigner function $w(x, v, t)$, where $(x, v) \in \mathbb{R}^{2}$ denotes the position-velocity phase space. Its time evolution in a harmonic confinement potential $V_{0}(x)=\omega^{2} \frac{x^{2}}{2}$ with $\omega>0$ is given by the Wigner Fokker-Planck ${ }^{4-6}$ (WFP) equation

$$
\begin{align*}
\partial_{t} w & =\omega^{2} x \partial_{v} w-v \partial_{x} w+Q w  \tag{1}\\
Q w & =2 \gamma \partial_{v}(v w)+D_{p p} \Delta_{v} w+D_{q q} \Delta_{x} w+2 D_{p q} \partial_{v} \partial_{x} w
\end{align*}
$$

The (real valued) diffusion constants $D$ and the friction $\gamma$ satisfy the Lindblad condition

$$
\begin{equation*}
\Delta:=D_{p p} D_{q q}-D_{p q}^{2}-\gamma^{2} / 4 \geq 0 \tag{2}
\end{equation*}
$$

and $D_{p p}, D_{q q} \geq 0$. Moreover we assume that the particle mass and $\hbar$ are scaled to 1.

WFP can be considered as a quantum mechanical generalization of the usual kinetic Fokker-Planck equation (or Kramer's equation), to which it is known to converge in the classical limit $\hbar \rightarrow 0$, after an appropriate rescaling of the appearing physical parameters. ${ }^{7,8}$ The WFP equation has been partly derived in Ref. 9 as a rigorous scaling limit for a system of particles interacting with a heat bath of phonons.

In recent years, mathematical studies of WFP type equations mainly focused on the Cauchy problem (with or without self-consistent Poissoncoupling). ${ }^{4,10-14}$ In the present work we shall be concerned with the steady state problem for the WFP equation and the large-time convergence to such steady states. Stationary equations for quantum systems, based on the Wigner formalism, seem to be rather difficult. For a purely quadratic confinement potential, this problem was dealt with in Ref. 6 using PDE-tools. The extension to harmonic potentials with a small, smooth perturbation was recently obtained in Ref. 15 using fixed point arguments and spectral theory. Here we consider large perturbations of the harmonic potential. To this end we shall work in the density matrix formalism, using tools from operator theory.

In the density matrix formalism a quantum state is described by a density matrix $\sigma \in \mathscr{T}_{1}^{+}(\mathrm{h})$, the cone of positive trace class operators on some Hilbert space h. The time evolution with the initial state $\rho_{0}=\sigma$ is governed by the linear QFP equation or master equation

$$
\begin{equation*}
\frac{d \rho_{t}}{d t}=\mathcal{L}_{*}\left(\rho_{t}\right) \tag{3}
\end{equation*}
$$

with the Lindbladian

$$
\begin{align*}
\mathcal{L}_{*}(\rho) & =-\frac{i}{2}\left[p^{2}+\omega^{2} q^{2}+V(q), \rho\right]-i \gamma[q,\{p, \rho\}] \\
& -D_{q q}[p,[p, \rho]]-D_{p p}[q,[q, \rho]]+2 D_{p q}[q,[p, \rho]], \tag{4}
\end{align*}
$$

where $V(q)$ is the perturbation of the harmonic potential.
Global in time solutions to such master equations were established in Ref. 13 (nonlinear QFP-Poisson equation) starting from the construction of the associated minimal quantum dynamical semigroup (QDS). ${ }^{16}$

General methods for the study of quantum master equations and their large time behavior, including the existence of steady states and convergence towards them were developed in Quantum Probability.

Applicable sufficient conditions for proving uniqueness, i.e. trace preservation, of the solution obtained by the minimal semigroup method were given in Ref. 17 (see also Ref. 18). A criterion based on a non-commutative generalization of Liapounov functions for proving the existence of steady states was developed in Ref. 19. The support of steady states and decomposition of a quantum Markov semigroup into its transient and recurrent components were studied in Ref. 20 and Ref. 21. When the support of a steady state is full, i.e. it is faithful, uniqueness of steady states and convergence towards steady states can be deduced from simple algebraic conditions based on commutators of operators appearing in a Lindblad form representation of the master equation (see Ref. 22 for bounded and Ref. 23 for unbounded operators). Many of these methods generalize those of stochastic analysis in the study of classical Markov semigroups and processes. We refer to the lecture note Ref. 24 for a comprehensive account.

In this paper we study the master equation (3) by the above methods. We first prove the existence and trace preservation (i.e. uniqueness) of solutions and then the existence of a steady state. If the diffusion constants $D_{p p}, D_{p q}, D_{q q}$, and the friction $\gamma$ satisfy the Lindblad condition (2) with the strict inequality, we prove that this quantum Markovian evolution is irreducible in the sense of Ref. 25. As a consequence, steady states must be faithful and one can apply simple commutator conditions on the operators in the GKSL representation to establish uniqueness of the steady state and large time convergence towards this state.

When $\Delta=0$ we conjecture that (see Sect. 9), unless $V$ is zero and the limiting conditions $D_{q p}=-\gamma D_{q q}, D_{p p}=\omega^{2} D_{q q}$ are satisfied, the quantum Markov semigroup is still irreducible. But the invariant subspace problem that has to be solved for proving this becomes very difficult and we were not been able to solve it.

The paper is organized as follows: In Section 2 we review the equivalence of the kinetic Wigner formalism and the Lindblad approach to open quantum systems. Some technical preliminaries are presented in $\S 3$ and 4. In $\S 5$ we construct the minimal QDS for (3), (4) with external potentials that grow at most subquadratically. The markovianity of the semigroup is proved in $\S 6$. This yields uniqueness and mass-conservation of the solution to (3), (4). In $\S 7$ we establish the existence of a steady state and in $\S 8$ we prove that the solution converges to this unique steady state for arbitrary initial data provided the Lindblad condition (2) is fulfilled with strict inequality. The limiting case $\Delta=0$ is studied in $\S 9$.

## 2. Passage from the Wigner equation to the master equation

In this section we show how to pass from the Wigner language to the GKLS (Gorini, Kossakowski, Sudarshan; ${ }^{26}$ Lindblad ${ }^{27}$ ) language. In order to keep the notation simple, we shall confine our presentation to the one dimensional case. However, the results extend to higher dimensions. The underlying Hilbert space of our considerations is $\mathrm{h}=L^{2}(\mathbb{R})$. We denote by $q$ and $p$ the standard position and momentum operators $\left(p=-i \partial_{x}\right)$. They satisfy the canonical commutation relation (CCR) $[q, p]=i \mathbb{1}$.

The Wigner function $w(x, v, t)$ of a state $\rho_{t}=\mathcal{T}_{t}^{*}(\sigma)$, is (up to normalization) the anti Fourier transform of

$$
\begin{equation*}
\varphi(\xi, \eta, t)=\operatorname{tr}\left(\rho_{t} \mathrm{e}^{-i(\xi q+\eta p)}\right) . \tag{5}
\end{equation*}
$$

Using (5) we shall now transform the WFP equation (1) into an evolution equation for the corresponding density matrix $\rho_{t}$.
For notational simplicity we do not always denote the time dependence of density matrices or Wigner functions explicitly.

As a consequence of the CCR we have

$$
\begin{align*}
\mathrm{e}^{-i(\xi q+\eta p)} & =\mathrm{e}^{-i \xi q} \mathrm{e}^{-i \eta p} \mathrm{e}^{i \xi \eta / 2},  \tag{6}\\
\mathrm{e}^{-i(\xi q+\eta p)} & =\mathrm{e}^{-i \eta p} \mathrm{e}^{-i \xi q} \mathrm{e}^{-i \xi \eta / 2},  \tag{7}\\
\mathrm{e}^{-i(\xi q+\eta p)} & =\mathrm{e}^{-i \eta p / 2} \mathrm{e}^{-i \xi q} \mathrm{e}^{-i \eta p / 2} . \tag{8}
\end{align*}
$$

Assuming that $\rho$ is sufficiently regular, by differentiating (6) and (7) and using the cyclic property of the trace, we find

$$
\begin{aligned}
& \partial_{\xi} \varphi(\xi, \eta)=-i \operatorname{tr}\left(\rho q \mathrm{e}^{-i(\xi q+\eta p)}\right)+\frac{i \eta}{2} \varphi(\xi, \eta), \\
& \partial_{\xi} \varphi(\xi, \eta)=-i \operatorname{tr}\left(q \rho \mathrm{e}^{-i(\xi q+\eta p)}\right)-\frac{i \eta}{2} \varphi(\xi, \eta) .
\end{aligned}
$$

Subtracting, and respectively, summing the above equations we have

$$
\begin{aligned}
\eta \varphi(\xi, \eta) & =-\operatorname{tr}\left([q, \rho] \mathrm{e}^{-i(\xi q+\eta p)}\right) \\
\partial_{\xi} \varphi(\xi, \eta) & =-\frac{i}{2} \operatorname{tr}\left(\{q, \rho\} \mathrm{e}^{-i(\xi q+\eta p)}\right)
\end{aligned}
$$

In a similar way we obtain formulae for the products and derivatives with respect to $\xi$ :

$$
\begin{aligned}
\xi \varphi(\xi, \eta) & =\operatorname{tr}\left([p, \rho] \mathrm{e}^{-i(\xi q+\eta p)}\right) \\
\partial_{\eta} \varphi(\xi, \eta) & =-\frac{i}{2} \operatorname{tr}\left(\{p, \rho\} \mathrm{e}^{-i(\xi q+\eta p)}\right)
\end{aligned}
$$

The Wigner function is the anti Fourier transform of $\varphi$

$$
w(x, v)=\left(\frac{1}{2 \pi}\right)^{2} \int_{\mathbb{R}^{2}} \mathrm{e}^{i(\xi x+\eta v)} \varphi(\xi, \eta) d \xi d \eta
$$

The factor is chosen such that the total mass is given by

$$
m=\operatorname{tr}(\rho)=\varphi(0,0)=\int_{\mathbb{R}^{2}} w(x, v) d x d v
$$

Hence, trace conservation is equivalent to mass conservation.
Integrating by parts (and again assuming sufficient regularity and decay) we obtain

$$
\begin{aligned}
x w(x, v) & =\frac{1}{2 \pi} \int_{\mathbb{R}^{2}} x \mathrm{e}^{i(\xi x+\eta v)} \varphi(\xi, \eta) d \xi d \eta \\
& =\frac{1}{2 \pi} \int_{\mathbb{R}^{2}}-i\left(\partial_{\xi} \mathrm{e}^{i(\xi x+\eta v)}\right) \varphi(\xi, \eta) d \xi d \eta \\
& =\left[\frac{-i \mathrm{e}^{i(\xi x+\eta v)} \varphi(\xi, \eta)}{2 \pi}\right]_{-\infty}^{+\infty}+\frac{i}{2 \pi} \int_{\mathbb{R}^{2}} \mathrm{e}^{i(\xi x+\eta v)}\left(\partial_{\xi} \varphi(\xi, \eta)\right) d \xi d \eta \\
& =\frac{1}{2 \pi} \int_{\mathbb{R}^{2}} \mathrm{e}^{i(\xi x+\eta v)}\left(\frac{1}{2} \operatorname{tr}\left(\{q, \rho\} \mathrm{e}^{-i(\xi q+\eta p)}\right)\right) d \xi d \eta
\end{aligned}
$$

In a similar way one can calculate

$$
\begin{aligned}
v w(x, v) & =\frac{1}{2 \pi} \int_{\mathbb{R}^{2}} \mathrm{e}^{i(\xi x+\eta v)}\left(\frac{1}{2} \operatorname{tr}\left(\{p, \rho\} \mathrm{e}^{-i(\xi q+\eta p)}\right)\right) d \xi d \eta \\
\partial_{x} w(x, v) & =\frac{1}{2 \pi} \int_{\mathbb{R}^{2}} \mathrm{e}^{i(\xi x+\eta v)}\left(\operatorname{tr}\left(i[p, \rho] \mathrm{e}^{-i(\xi q+\eta p)}\right)\right) d \xi d \eta \\
\partial_{v} w(x, v) & =\frac{1}{2 \pi} \int_{\mathbb{R}^{2}} \mathrm{e}^{i(\xi x+\eta v)}\left(\operatorname{tr}\left(-i[q, \rho] \mathrm{e}^{-i(\xi q+\eta p)}\right)\right) d \xi d \eta
\end{aligned}
$$

The above formulae lead to the following dictionary for translating a master equation from the Wigner function language to the GKSL language:

| transformation on $w$ | transformation on $\rho$ |
| :---: | :---: |
| $x w$ | $\frac{1}{2}\{q, \rho\}$ |
| $v w$ | $\frac{1}{2}\{p, \rho\}$ |
| $\partial_{x} w$ | $i[p, \rho]$ |
| $\partial_{v} w$ | $-i[q, \rho]$ |

For the terms appearing in the WFP equation we have:

| transformation on $w$ | transformation on $\rho$ |
| :---: | :---: |
| $x \partial_{v} w$ | $-\frac{i}{2}\{q,[q, \rho]\}=-\frac{i}{2}\left[q^{2}, \rho\right]$ |
| $v \partial_{x} w$ | $\frac{i}{2}\{p,[p, \rho]\}=\frac{i}{2}\left[p^{2}, \rho\right]$ |
| $\partial_{v}(v w)$ | $-\frac{i}{2}[q,\{p, \rho\}]=-\frac{i}{2}\{p,[q, \rho]\}+\rho$ |
| $\Delta_{v} w$ | $-[q,[q, \rho]]$ |
| $\Delta_{x} w$ | $-[p,[p, \rho]]$ |
| $\partial_{x} \partial_{v} w$ | $[p,[q, \rho]]$ |

Using this dictionary we find the following GKSL form $\left(\frac{d \rho_{t}}{d t}=\mathcal{L}_{*}\left(\rho_{t}\right)\right)$ of the linear QFP equation

$$
\begin{align*}
\mathcal{L}_{*}(\rho) & =-\frac{i}{2}\left[p^{2}+\omega^{2} q^{2}, \rho_{t}\right]-i \gamma\left[q,\left\{p, \rho_{t}\right\}\right]  \tag{9}\\
& -D_{q q}\left[p,\left[p, \rho_{t}\right]\right]-D_{p p}\left[q,\left[q, \rho_{t}\right]\right]+2 D_{p q}\left[q,\left[p, \rho_{t}\right]\right]
\end{align*}
$$

This corresponds to choosing $\lambda=\mu=\gamma$ in (3.8) of Ref. 5 (see also Ref. 28).
The dual equation of (9) with an added perturbation potential $V$ reads

$$
\begin{aligned}
\mathcal{L}(A) & =\frac{i}{2}\left[p^{2}+\omega^{2} q^{2}+2 V(q), A\right]+i \gamma\{p,[q, A]\} \\
& -D_{q q}[p,[p, A]]-D_{p p}[q,[q, A]]+2 D_{p q}[q,[p, A]], \quad A \in \mathscr{B}(\mathrm{~h}) .
\end{aligned}
$$

It can be written ${ }^{4}$ in (generalised) GKSL form like

$$
\begin{equation*}
\mathcal{L}(A)=i[H, A]-\frac{1}{2} \sum_{\ell=1}^{2}\left(L_{\ell}^{*} L_{\ell} A-2 L_{\ell}^{*} A L_{\ell}+A L_{\ell}^{*} L_{\ell}\right) \tag{10}
\end{equation*}
$$

with the "adjusted" Hamiltonian

$$
H=\frac{1}{2}\left(p^{2}+\omega^{2} q^{2}+\gamma(p q+q p)\right)+V(q)
$$

and the Lindblad operators $L_{1}$ and $L_{2}$ given by

$$
\begin{equation*}
L_{1}=\frac{-2 D_{p q}+i \gamma}{\sqrt{2 D_{p p}}} p+\sqrt{2 D_{p p}} q, \quad L_{2}=\frac{2 \sqrt{\Delta}}{\sqrt{2 D_{p p}}} p \tag{11}
\end{equation*}
$$

## 3. Key inequalities for the existence of a steady state

We aim at applying the criterion for existence of a normal invariant state by Fagnola and Rebolledo. ${ }^{19}$ To this end we have to find a positive operator $X$ and an operator $Y$ bounded from below, satisfying

$$
\mathcal{L}(X) \leq-Y,
$$

which in addition both have finite dimensional spectral projections associated with intervals $]-\infty, \Lambda]$. To illustrate the technique we first present the computation for the harmonic potential only. The perturbation potential $V(q)$ will be added later on.

Consider the Lindbladian

$$
\begin{aligned}
\mathcal{L}_{*}(\rho) & =-\frac{i}{2}\left[p^{2}+\omega^{2} q^{2}, \rho\right]-i \gamma[q,\{p, \rho\}] \\
& -D_{q q}[p,[p, \rho]]-D_{p p}[q,[q, \rho]]+2 D_{p q}[q,[p, \rho]]
\end{aligned}
$$

with dual ${ }^{28}$

$$
\begin{aligned}
\mathcal{L}(X) & =\frac{i}{2}\left[p^{2}+\omega^{2} q^{2}, X\right]+i \gamma\{p,[q, X]\} \\
& -D_{q q}[p,[p, X]]-D_{p p}[q,[q, X]]+2 D_{p q}[q,[p, X]] .
\end{aligned}
$$

Straightforward computations with the CCR $[q, p]=i \mathbb{1}$ yield
Lemma 3.1. The following formulae hold for $f, g$ smooth:

$$
\begin{aligned}
\mathcal{L}(f(p)) & =-\frac{\omega^{2}}{2}\left(q f^{\prime}(p)+f^{\prime}(p) q\right)-2 \gamma p f^{\prime}(p)+D_{p p} f^{\prime \prime}(p) \\
\mathcal{L}(g(q)) & =\frac{1}{2}\left(p g^{\prime}(q)+g^{\prime}(q) p\right)+D_{q q} g^{\prime \prime}(q) \\
\mathcal{L}(p q+q p) & =2\left(p^{2}-\omega^{2} q^{2}\right)-2 \gamma(p q+q p)+4 D_{p q}
\end{aligned}
$$

This suggests looking for $X, Y$ given by second order polynomials in $p$ and $q$ (i.e. $f(p)=p^{2}, g(q)=q^{2}$ ). Therefore we start studying some algebraic properties of these operators:

Lemma 3.2. For all $r, s>0$ such that $r s>1$ the operators

$$
r p^{2}-(p q+q p)+s q^{2}, \quad r p^{2}+(p q+q p)+s q^{2}
$$

are strictly positive and have discrete spectrum. Moreover all spectral projections associated with bounded intervals are finite dimensional.

Proof. Let $r_{0}, s_{0}>0$ be such that $r_{0}<r, s_{0}<s$ and $r_{0} s_{0}=1$. Then

$$
\left|\sqrt{r_{0}} p-\sqrt{s_{0}} q\right|^{2}=r_{0} p^{2}-(p q+q p)+s_{0} q^{2} \geq 0
$$

It follows that

$$
r p^{2}-(p q+q p)+s q^{2}=\left|\sqrt{r_{0}} p-\sqrt{s_{0}} q\right|^{2}+\left(r-r_{0}\right) p^{2}+\left(s-s_{0}\right) q^{2}
$$

Therefore the resolvent of $r p^{2}-(p q+q p)+s q^{2}$ is dominated by the resolvent of a multiple (indeed $\min \left\{\left(r-r_{0}\right),\left(s-s_{0}\right)\right\}$ ) of the number operator $\frac{1}{2}\left(p^{2}+q^{2}-1\right)$. Since the latter is compact, also the resolvent of $r p^{2}-(p q+q p)+s q^{2}$ is compact and self-adjoint. Hence it has a discrete spectrum that might only accumulate at 0 .

The proof for the second operator is the same.

We choose $X$ of the form

$$
\begin{equation*}
X=r p^{2}+(p q+q p)+s q^{2} \tag{12}
\end{equation*}
$$

and compute

$$
\begin{aligned}
& \mathcal{L}\left(r p^{2}+(p q+q p)+s q^{2}\right)=-2(2 \gamma r-1) p^{2}-2 \omega^{2} q^{2} \\
& +\left(s-2 \gamma-\omega^{2} r\right)(p q+q p)+2 r D_{p p}+4 D_{p q}+2 s D_{q q}
\end{aligned}
$$

The conditions required on $X$ and $Y$ in Theorem 7.1 (i.e. $X>0$ and $\mathcal{L}(X) \leq-Y)$ hold if

$$
\begin{aligned}
r s & >1 \\
4 \omega^{2}(2 \gamma r-1) & >\left|s-2 \gamma-\omega^{2} r\right|^{2}
\end{aligned}
$$

Letting $r$ and $s$ go to infinity with $s-2 \gamma-\omega^{2} r$ constant (that can be 0 , for simplicity), it is clear that, when $\gamma>0$, we can find $r$ and $s$ large enough satisfying the above condition. We take, e.g. any $r>(2 \gamma)^{-1}$ and $s=2 \gamma+\omega^{2} r$ since

$$
r s=2 \gamma r+\omega^{2} r^{2}>1+\frac{\omega^{2}}{4 \gamma^{2}}>1
$$

$Y$ will be chosen later in Theorem 7.1.

We now add the perturbation potential. Let $V: \mathbb{R} \rightarrow \mathbb{R}$ be a smooth function satisfying a growth condition like

$$
\begin{equation*}
\left|V^{\prime}(x)\right| \leq g_{V}\left(1+|x|^{2}\right)^{\alpha / 2} \tag{13}
\end{equation*}
$$

with $g_{V}>0$ and $0 \leq \alpha<1$. Hence, this perturbation potential is strictly sub-quadratic. It gives rise to one additional term in $\mathcal{L}(X)$, namely:

$$
\begin{aligned}
i\left[V(q), p^{2}\right] & =-\left(p V^{\prime}(q)+V^{\prime}(q) p\right) \\
i[V(q), p q+q p] & =-2 q V^{\prime}(q)
\end{aligned}
$$

Therefore we find now

$$
\begin{align*}
& \mathcal{L}\left(r p^{2}+(p q+q p)+s q^{2}\right)  \tag{14}\\
& =-2(2 \gamma r-1) p^{2}-2 \omega^{2} q^{2}+\left(s-2 \gamma-\omega^{2} r\right)(p q+q p) \\
& \quad-r\left(p V^{\prime}(q)+V^{\prime}(q) p\right)-2 q V^{\prime}(q)+2 r D_{p p}+4 D_{p q}+2 s D_{q q}
\end{align*}
$$

Note that (due to the positivity of $\left|\epsilon^{1 / 2} p \pm \epsilon^{-1 / 2} V^{\prime}(q)\right|^{2}$ )

$$
-\left(\epsilon p^{2}+\frac{1}{\epsilon}\left(V^{\prime}(q)\right)^{2}\right) \leq p V^{\prime}(q)+V^{\prime}(q) p \leq \epsilon p^{2}+\frac{1}{\epsilon}\left(V^{\prime}(q)\right)^{2}
$$

Therefore, playing on the $\varepsilon$ and the bound on the derivative of $V$, we can find the needed inequality $\mathcal{L}(X) \leq-Y$. This will be used in $\S 7$ to prove the existence of a steady state.

## 4. Domain problems

First we define the number operator $N:=\frac{1}{2}\left(p^{2}+q^{2}-1\right)$ on h with

$$
\operatorname{Dom}(N)=\{u \in \mathrm{~h} \mid N u \in \mathrm{~h}\}=\left\{u \in \mathrm{~h} \mid p^{2} u, q^{2} u \in \mathrm{~h}\right\}
$$

where the last equality follows easily from $\|N u\|_{\mathrm{h}}^{2}<\infty$ by an integration by parts. $C_{c}^{\infty}(\mathbb{R})$ is a core for $N$ (cf. Ref. 30, e.g.). Let $X$ be the self-adjoint extension of (12) (still denoted by $X$ ). $\operatorname{Dom}(X)$ is its maximum domain and $C_{c}^{\infty}(\mathbb{R})$ is a core for $X$.

The position and momentum operators are defined on $\operatorname{Dom}\left(N^{1 / 2}\right)$. Both $q$ and $p$ have, by Nelson's analytic vector theorem, self-adjoint extensions that will be still denoted by $q$ and $p$.

First we shall compare the domains of $N$ and $X$. To this end we need
Lemma 4.1. Let $r, s>0$ with $r s>1$ and define

$$
R:=r^{1 / 2} p+r^{-1 / 2} q, \quad S:=s^{1 / 2} q+s^{-1 / 2} p
$$

Then, for all $u \in C_{c}^{\infty}(\mathbb{R})$ the following identities hold

$$
\begin{aligned}
\left\langle u, X^{2} u\right\rangle=\left(s-\frac{1}{r}\right)^{2}\left\langle u, q^{4} u\right\rangle & +2\left(s-\frac{1}{r}\right)\left\langle u, q R^{2} q u\right\rangle \\
& +\left\langle u, R^{4} u\right\rangle-2(r s-1)\|u\|^{2} \\
\left\langle u, X^{2} u\right\rangle=\left(r-\frac{1}{s}\right)^{2}\left\langle u, p^{4} u\right\rangle & +2\left(r-\frac{1}{s}\right)\left\langle u, p S^{2} p u\right\rangle \\
& +\left\langle u, S^{4} u\right\rangle-2(r s-1)\|u\|^{2}
\end{aligned}
$$

Proof. Since $u$ belongs to the domain of any monomial in $p$ and $q$ the proof can be reduced to the algebraic computation avoiding writing $u$ 's.

Starting from the identity $X=\theta q^{2}+R^{2}$ with $\theta=s-1 / r$ we have

$$
X^{2}=\theta^{2} q^{4}+\theta\left(q^{2} R^{2}+R^{2} q^{2}\right)+R^{4} .
$$

The mixed product term can be written in the form

$$
\begin{aligned}
q^{2} R^{2}+R^{2} q^{2} & =q R^{2} q+q\left[q, R^{2}\right]+q R^{2} q+\left[R^{2}, q\right] q \\
& =2 q R^{2} q+q R[q, R]+q[q, R] R+[R, q] R q+R[R, q] q \\
& =2 q R^{2} q+2 i r^{1 / 2} q R-2 i r^{1 / 2} R q \\
& =2 q R^{2} q+2 i r^{1 / 2}[q, R] \\
& =2 q R^{2} q-2 r .
\end{aligned}
$$

The conclusion is now immediate.

The following lemma gives similar inequalities for the operators $r p^{2}+s q^{2}$ (i.e. $X$ without mixed products) that will be useful in the sequel

Lemma 4.2. For all $r, s>0$ and $u \in C_{c}^{\infty}(\mathbb{R})$ we have

$$
\begin{aligned}
& \left\langle u,\left(r p^{2}+s q^{2}\right)^{2} u\right\rangle \geq(r \wedge s)^{2}\left\langle u,\left(p^{2}+q^{2}\right)^{2} u\right\rangle-2\left(r s-(r \wedge s)^{2}\right)\|u\|^{2}, \\
& \left\langle u,\left(r p^{2}+s q^{2}\right)^{2} u\right\rangle \leq(r \vee s)^{2}\left\langle u,\left(p^{2}+q^{2}\right)^{2} u\right\rangle+2\left((r \vee s)^{2}-r s\right)\|u\|^{2},
\end{aligned}
$$

where $r \wedge s=\min \{r, s\}$ and $r \vee s=\max \{r, s\}$.
Proof. Indeed

$$
\begin{aligned}
\left(r p^{2}+s q^{2}\right)^{2} & =r^{2} p^{4}+r s\left(p^{2} q^{2}+q^{2} p^{2}\right)+s^{2} q^{4} \\
& =r^{2} p^{4}+2 r s p q^{2} p+s^{2} q^{4}-2 r s \\
& \geq(r \wedge s)^{2}\left(p^{4}+2 p q^{2} p+q^{4}\right)-2 r s \\
& =(r \wedge s)^{2}\left(p^{2}+q^{2}\right)^{2}-2\left(r s-(r \wedge s)^{2}\right) .
\end{aligned}
$$

Moreover

$$
\begin{aligned}
\left(r p^{2}+s q^{2}\right)^{2} & =r^{2} p^{4}+r s\left(p^{2} q^{2}+q^{2} p^{2}\right)+s^{2} q^{4} \\
& =r^{2} p^{4}+2 r s p q^{2} p+s^{2} q^{4}-2 r s \\
& \leq(r \vee s)^{2}\left(p^{4}+2 p q^{2} p+q^{4}\right)-2 r s \\
& =(r \vee s)^{2}\left(p^{2}+q^{2}\right)^{2}+2\left((r \vee s)^{2}-r s\right) .
\end{aligned}
$$

This completes the proof.
Proposition 4.1. The domains of the operators $N$ and $X$ coincide.

Proof. We first show that $\operatorname{Dom}(X) \subseteq \operatorname{Dom}(N)$. By Lemma 4.1, for all $u \in C_{c}^{\infty}$ we have

$$
\begin{aligned}
\|X u\|^{2}+2(r s-1)\|u\|^{2} & \geq \frac{1}{2} \min \left\{\left(s-r^{-1}\right)^{2},\left(r-s^{-1}\right)^{2}\right\}\left\langle u,\left(p^{4}+q^{4}\right) u\right\rangle \\
& \geq \frac{1}{4} \min \left\{\left(s-r^{-1}\right)^{2},\left(r-s^{-1}\right)^{2}\right\}\left\langle u,\left(p^{2}+q^{2}\right)^{2} u\right\rangle
\end{aligned}
$$

where we used the elementary inequality $\left(p^{2}+q^{2}\right)^{2} \leq 2\left(p^{4}+q^{4}\right)$ and $r, s>0 ; r s>1$. Therefore we find a constant $c_{1}(r, s)>0$ such that

$$
\begin{equation*}
\|X u\|^{2}+2(r s-1)\|u\|^{2} \geq c_{1}(r, s)\left\|\left(p^{2}+q^{2}\right) u\right\|^{2} . \tag{15}
\end{equation*}
$$

Now, if $u \in \operatorname{Dom}(X)$, then there exists a sequence $\left(u_{n}\right)_{n \geq 1}$ is $C_{c}^{\infty}$ converging in norm to $u$ such that $\left(X u_{n}\right)_{n \geq 1}$ converges in norm to $X u$ (since $X$ is closed). The above inequality shows then that the sequence $\left(N u_{n}\right)_{n \geq 1}$ is also norm convergent and its limit ( $N$ is closed) is $N u$.

This shows that $\operatorname{Dom}(X) \subseteq \operatorname{Dom}(N)$ and the two domains coincide since the opposite inclusion holds true by the construction of $X$ itself.

For future reference we briefly recall the definition of the annihilation operator $a:=\frac{1}{\sqrt{2}}(q+i p)$ and the creation operator $a^{\dagger}:=\frac{1}{\sqrt{2}}(q-i p)$. Using the isomorphic identification of h with $l^{2}\left(\mathbb{N}_{0}\right)$ (via the eigenfunctions of $N$, i.e. the Hermite functions), these operators can also be represented as

$$
a e_{0}=0, \quad a e_{j+1}=\sqrt{j+1} e_{j}, \quad a_{j}^{\dagger}=\sqrt{j+1} e_{j+1} \quad, \text { for } j \in \mathbb{N}_{0} .
$$

Here, $\left(e_{j}\right)_{j \geq 0}$ is the canonical orthonormal basis of $l^{2}\left(\mathbb{N}_{0}\right)$.

## 5. Construction of the minimal quantum dynamical semigroup

In this section we shall establish the existence of the minimal quantum dynamical semigroup (QDS) for the Lindbladian (10). To this end we first consider the operator $G$, defined on $\operatorname{Dom}(N)$ by

$$
\begin{align*}
G & =-\frac{1}{2}\left(L_{1}^{*} L_{1}+L_{2}^{*} L_{2}\right)-i H=-\left(D_{q q}+\frac{i}{2}\right) p^{2}-\left(D_{p p}+\frac{i \omega^{2}}{2}\right) q^{2} \\
& +\left(D_{p q}-\frac{i \gamma}{2}\right)(p q+q p)+\frac{\gamma}{2}-i V(q) \tag{16}
\end{align*}
$$

We suppose that the potential $V$ is twice differentiable and satisfies the growth condition (13).

Proposition 5.1. The domains of the operators $N, G$, and $G^{*}$ coincide.

Proof. Since $\operatorname{Dom}(N) \subseteq \operatorname{Dom}(G)$ by construction, it suffices to check the opposite inclusion. To this end we proceed as before finding an estimate of $\|N u\|$ by the graph norm of $G$. Putting

$$
G_{0}=-\frac{1}{2}\left(L_{1}^{*} L_{1}+L_{2}^{*} L_{2}\right)=-D_{q q} p^{2}+D_{p q}(p q+q p)-D_{p p} q^{2}+\frac{\gamma}{2}
$$

we have for all $u \in C_{c}^{\infty}(\mathbb{R})$

$$
\|G u\|^{2}=\left\|G_{0} u\right\|^{2}+\left\langle u, i\left[H, G_{0}\right] u\right\rangle+\|H u\|^{2}
$$

A straightforward computation yields

$$
\begin{aligned}
i\left[G_{0}, H\right]= & -2\left(\gamma D_{q q}+D_{p q}\right) p^{2}+2\left(\gamma D_{p p}+\omega^{2} D_{p q}\right) q^{2}+2 D_{p q} q V^{\prime}(q) \\
& +\left(D_{p p}-\omega^{2} D_{q q}\right)(p q+q p)-D_{q q}\left(p V^{\prime}(q)+V^{\prime}(q) p\right)
\end{aligned}
$$

The above commutator has quadratic monomials in $p$ and $q$ and other terms including $V^{\prime}(q)$ whose growth is sublinear due to our hypothesis on the potential. It follows then that we can find a constant $c_{3}>0$ such that

$$
\left|\left\langle u, i\left[G_{0}, H\right] u\right\rangle\right| \leq c_{3}\left\langle u,\left(p^{2}+q^{2}\right) u\right\rangle
$$

Hence, for all $\epsilon>0$, by the Schwarz inequality

$$
\left|\left\langle u, i\left[G_{0}, H\right] u\right\rangle\right| \leq \epsilon\left\|\left(p^{2}+q^{2}\right) u\right\|^{2}+c_{3}^{2} \epsilon^{-1}\|u\|^{2}
$$

It follows that

$$
\begin{equation*}
\|G u\|^{2} \geq\left\|G_{0} u\right\|^{2}-\epsilon\left\|\left(p^{2}+q^{2}\right) u\right\|^{2}-c_{3}^{2} \epsilon^{-1}\|u\|^{2} \tag{17}
\end{equation*}
$$

Case 1:
Let $D_{p q} \neq 0$ and $D_{p p} D_{q q}>D_{p q}^{2}$ (cp. to the Lindblad condition (2)). Then

$$
\frac{D_{q q}}{D_{p q}} \frac{D_{p p}}{D_{p q}}=\frac{D_{p p} D_{q q}}{D_{p q}^{2}}>1
$$

and

$$
G_{0}=-D_{p q}\left(\frac{D_{q q}}{D_{p q}} p^{2}-(p q+q p)+\frac{D_{p p}}{D_{p q}} q^{2}\right)+\frac{\gamma}{2}
$$

Therefore $G_{0}$ is a multiple of an operator like those of Lemma 3.2 (up to a constant). By Inequality (15) we can find constants $c_{4}, c_{5}>0$ such that $\left\|G_{0} u\right\|^{2} \geq c_{4}\left\|\left(p^{2}+q^{2}\right) u\right\|^{2}-c_{5}\|u\|^{2}$. Therefore we find the inequality

$$
\begin{equation*}
\|G u\|^{2} \geq\left(c_{4}-\epsilon\right)\left\|\left(p^{2}+q^{2}\right) u\right\|^{2}-c_{6}\|u\|^{2} \tag{18}
\end{equation*}
$$

for all $u \in C_{c}^{\infty}(\mathbb{R})$. Choosing $\epsilon=c_{4} / 2$, we find an inequality allowing us to repeat the above argument for a sequence $\left(u_{n}\right)_{n \geq 1}$ (see the proof of

Prop. 4.1) and prove the inclusion $\operatorname{Dom}(G) \subseteq \operatorname{Dom}(N)$.

## Case 2:

Let $D_{p q}=0$. The estimate (18) now follows from (17) and Lemma 4.2. We conclude again that $\operatorname{Dom}(G) \subseteq \operatorname{Dom}(N)$.

## Case 3:

Let $D_{p q} \neq 0$ and $D_{p p} D_{q q}=D_{p q}^{2}$ (and hence $\gamma=0$ ). To recover (18) we start from

$$
\begin{equation*}
\|G u\|^{2} \geq\|H u\|^{2}-\epsilon\left\|\left(p^{2}+q^{2}\right) u\right\|^{2}-c_{3}^{2} \epsilon^{-1}\|u\|^{2} \tag{19}
\end{equation*}
$$

(in analogy to (17)), where we have now $H=\frac{1}{2}\left(p^{2}+\omega^{2} q^{2}\right)+V(q)$. From Lemma 4.2 we obtain

$$
\begin{aligned}
\left\|\left(p^{2}+q^{2}\right) u\right\|^{2} & \leq c_{1}\left\|\frac{1}{2}\left(p^{2}+\omega^{2} q^{2}\right) u\right\|^{2}+c_{2}\|u\|^{2} \\
& \leq 2 c_{1}\left(\|H u\|^{2}+\|V(q) u\|^{2}\right)+c_{2}\|u\|^{2}
\end{aligned}
$$

Since $V(q)$ is sub-quadratic we have

$$
\|V(q) u\|^{2} \leq \epsilon\left\|q^{2} u\right\|^{2}+c_{3}^{2} \epsilon^{-1}\|u\|^{2} \leq \epsilon\left\|\left(p^{2}+q^{2}\right) u\right\|^{2}+c_{4}\|u\|^{2} .
$$

Hence,

$$
\begin{equation*}
\left\|\left(p^{2}+q^{2}\right) u\right\|^{2}-c_{5}\|u\|^{2} \leq c_{6}\|H u\|^{2}, \tag{20}
\end{equation*}
$$

and we conclude by combining (19) and (20).
Remark 5.1. From Propositions 4.1 and 5.1 we infer that the graph norms of $G, X, N$ are equivalent. Hence $G$ is relatively bounded by $X$.

The operator $G$ is clearly dissipative because

$$
\Re\langle u, G u\rangle=-\frac{1}{2} \sum_{\ell=1}^{2}\left\|L_{\ell} u\right\|^{2} \leq 0
$$

for all $u \in \operatorname{Dom}(N)$. Therefore, by Prop. 3.1.15 of Ref. 29 it is closable and its closure is dissipative. We denote by the same symbol $G$ the closure. Analogously, $G^{*}$ is also dissipative.

Hence, the Lumer-Phillips theorem (see Theorem 3.1.16 of Ref. 29, e.g.) yields:

Proposition 5.2. The operator $G$ generates a strongly continuous contraction semigroup $\left(P_{t}\right)_{t \geq 0}$ on h .

Since $\operatorname{Dom}(G)=\operatorname{Dom}(N) \subset \operatorname{Dom}\left(L_{\ell}\right), \ell=1,2$, and since

$$
\langle G v, u\rangle+\sum_{\ell=1}^{2}\left\langle L_{\ell} v, L_{\ell} u\right\rangle+\langle v, G u\rangle=0 \quad \forall u, v \in \operatorname{Dom}(N),
$$

condition (H) of Ref. 19 holds and we can construct $\mathcal{T}$, the minimal QDS ${ }^{16}$ associated with $G$ and the $L_{\ell}$ 's.

## 6. Markovianity of the Quantum Dynamical Semigroup

The hypotheses for constructing the minimal quantum dynamical semigroup with form generator

$$
\begin{equation*}
£(A)[v, u]=\langle G v, A u\rangle+\sum_{\ell=1}^{2}\left\langle L_{\ell} v, A L_{\ell} u\right\rangle+\langle v, A G u\rangle, \quad A \in \mathscr{B}(\mathrm{~h}) \tag{21}
\end{equation*}
$$

hold by Prop. 5.2.
Now we want to show that the minimal semigroup $\mathcal{T}$ is Markov and hence mass conserving. To this end we apply Theorem 4.4 in Ref. 17. The algebraic computations in Sec. 3 suggest to consider an operator $X$ of the form (12) with $r>(2 \gamma)^{-1}$ and $s=2 \gamma+\omega^{2} r$ on the linear manifold $C_{c}^{\infty}(\mathbb{R})$. The algebraic computations of this section can be made in the quadratic form sense.

We now check that the operator $X$ satisfies the fundamental hypothesis C of Ref. 17 starting from domain properties:

Proposition 6.1. The following properties of $G, L_{\ell}$, and $N$ hold:
(1) $\operatorname{Dom}(G)=\operatorname{Dom}(X) \subseteq \operatorname{Dom}\left(X^{1 / 2}\right)$ and $\operatorname{Dom}(X)=\operatorname{Dom}(G)$ is a core for $X^{1 / 2}$,
(2) $L_{\ell}\left(\operatorname{Dom}\left(G^{2}\right)\right) \subseteq \operatorname{Dom}\left(X^{1 / 2}\right)$ for $\ell=1,2$.

Proof. Clearly, the first part of (1) follows from the Propositions 4.1, 5.1 and the second assertion is a well-known property of the square root of a positive operator (cf. Thm. V.3.24 of Ref. 31).

Property (2) follows from the inclusion $\operatorname{Dom}\left(G^{2}\right) \subseteq \operatorname{Dom}(G)=\operatorname{Dom}(N)$ and $L_{\ell}(\operatorname{Dom}(N)) \subseteq \operatorname{Dom}\left(N^{1 / 2}\right)$.

We now apply the sufficient condition for conservativity taking as the operator $C$ (cf. Ref. 17) the self-adjoint operator

$$
X u=r p^{2}+(p q+q p)+\left(\omega^{2} r+2 \gamma\right) q^{2} \text { on } \operatorname{Dom}(X)=\operatorname{Dom}(N)
$$

with $r>(2 \gamma)^{-1}$.
Proposition 6.2. Suppose that $V$ is twice differentiable and satisfies the growth condition (13). Then there exists a positive constant b such that

$$
\begin{equation*}
2 \Re e\langle X u, G u\rangle+\sum_{\ell=1}^{2}\left\|X^{1 / 2} L_{\ell} u\right\|^{2} \leq b\left\|X^{1 / 2} u\right\|^{2} \tag{22}
\end{equation*}
$$

for all $u \in \operatorname{Dom}(N)$.

Proof. We first check the above inequality for $u \in C_{c}^{\infty}(\mathbb{R})$. The vector $u$ clearly belongs to the domain of the operators $X G, G^{*} X, L_{\ell}^{*} X L_{\ell}$. Therefore, the left-hand side is equal to $\langle u, \mathcal{L}(X) u\rangle$. From (14) we have then

$$
\begin{align*}
\langle u, \mathcal{L}(X) u\rangle & =-2\left\langle u,\left((2 \gamma r-1) p^{2}+\omega^{2} q^{2}\right) u\right\rangle  \tag{23}\\
& +\left(2 r D_{p p}+4 D_{p q}+2\left(\omega^{2} r+2 \gamma\right) D_{q q}\right)\|u\|^{2}+i\langle u,[V(q), X] u\rangle .
\end{align*}
$$

Estimating the commutator as follows (cf. (14))

$$
\begin{aligned}
|i\langle u,[V(q), X] u\rangle| & =\left|-\left\langle u,\left(r\left(p V^{\prime}(q)+V^{\prime}(q) p\right)+2 q V^{\prime}(q)\right) u\right\rangle\right\rangle \mid \\
& \leq 2 r\|p u\| \cdot\left\|V^{\prime}(q) u\right\|+2\|q u\| \cdot\left\|V^{\prime}(q) u\right\| \\
& \left.\leq\left\langle u,\left(r^{2} p^{2}+q^{2}\right) u\right\rangle+\left.2\langle u,| V^{\prime}(q)\right|^{2} u\right\rangle \\
& \leq\left\langle u,\left(r^{2} p^{2}+\left(2 g_{V}^{2}+1\right) q^{2}+2 g_{V}^{2}\right) u\right\rangle
\end{aligned}
$$

and putting $c_{5}=\max \left\{r^{2}, 2 g_{V}^{2}+1,2 r D_{p p}+4 D_{p q}+2\left(\omega^{2} r+2 \gamma\right) D_{q q}\right\}$ we find

$$
\begin{aligned}
|\langle u, \mathcal{L}(X) u\rangle| & \leq c_{5}\left\langle u,\left(p^{2}+q^{2}+2\right) u\right\rangle \\
& =c_{5}\langle u,(2 N+3) u\rangle \\
& \leq b\langle u, X u\rangle
\end{aligned}
$$

as in the proof of Prop. 4.1. Hence, we have now proved the inequality (22) for $u \in C_{c}^{\infty}(\mathbb{R})$. The extension to arbitrary $u \in \operatorname{Dom}(N)$ follows by a standard approximation argument.

This result yields
Theorem 6.1. Suppose that the potential $V$ is twice differentiable and satisfies the growth condition (13). Then the minimal semigroup associated with the above operators $G, L_{1}, L_{2}$ is Markov.

Proof. It suffices to apply Theorem 4.4 from Ref. 17, choosing the positive, self-adjoint operator $\Phi:=-G_{0}$ introduced in the proof of Prop. 5.1. The hypothesis $\mathbf{C}$ holds by Propositions 6.1 and 6.2, and the hypothesis $\mathbf{A}$ by Prop. 5.2. Moreover, we choose the positive, self-adjoint operator $C$ as a sufficiently large multiple of $X$ to satisfy

$$
\left\langle\Phi^{\frac{1}{2}} u, \Phi^{\frac{1}{2}} u\right\rangle \leq\left\langle C^{\frac{1}{2}} u, C^{\frac{1}{2}} u\right\rangle \quad \forall u \in \operatorname{Dom}(X) .
$$

## 7. Stationary state

In order to establish the existence of a steady state of QFP we now start to verify the conditions of Theorem VI. 1 in Ref. 19.

Theorem 7.1. Suppose that $\gamma>0$ and the potential $V$ is twice differentiable and satisfies the growth condition (13). Then the quantum Markov semigroup (QMS) with form generator (21) has a normal invariant state.

Proof. We shall apply Theorem IV. 1 from Ref. 19. Hypothesis (H) is satisfied due to Prop. 5.2. Now choose

$$
X:=r p^{2}+(p q+q p)+\left(\omega^{2} r+2 \gamma\right) q^{2}, \quad Y:=c_{6}\left(p^{2}+q^{2}\right)-c_{7} \mathbb{I}
$$

with $r>(2 \gamma)^{-1}$ and $c_{6}, c_{7}>0$. Indeed $X$ is clearly positive (cf. Lemma 3.2). $Y$ is bounded below with finite dimensional spectral projections associated with intervals $]-\infty, \Lambda]$, since it is a translation of a multiple of the number operator.

In order to check the fundamental inequality

$$
\begin{equation*}
£(X)[u, u] \leq-\langle u, Y u\rangle \tag{24}
\end{equation*}
$$

for all $u \in \operatorname{Dom}(N)$ we start from the identity (23) in the proof of Prop. 6.2 and estimate the commutator as follows

$$
\begin{aligned}
|i\langle u,[V(q), X] u\rangle| & =\left|-\left\langle u,\left(r\left(p V^{\prime}(q)+V^{\prime}(q) p\right)+2 q V^{\prime}(q)\right) u\right\rangle\right\rangle \mid \\
& \leq 2 r\|p u\| \cdot\left\|V^{\prime}(q) u\right\|+2\|q u\| \cdot\left\|V^{\prime}(q) u\right\| \\
& \left.\leq \epsilon\left\langle u,\left(p^{2}+q^{2}\right) u\right\rangle+\left.\frac{r^{2}+1}{\epsilon}\langle u,| V^{\prime}(q)\right|^{2} u\right\rangle \\
& \leq \epsilon\left\langle u,\left(p^{2}+q^{2}\right) u\right\rangle+g_{V}^{2} \frac{r^{2}+1}{\epsilon}\left\langle u,\left(1+|x|^{2 \alpha}\right) u\right\rangle,
\end{aligned}
$$

where we used the elementary inequality

$$
\left(1+|x|^{2}\right)^{\alpha} \leq 1+|x|^{2 \alpha}
$$

for $0 \leq \alpha \leq 1$. With the Young inequality we have

$$
|x|^{2 \alpha}=\eta^{-1} \cdot\left(\eta|x|^{2 \alpha}\right) \leq \frac{\left(\eta|x|^{2 \alpha}\right)^{1 / \alpha}}{1 / \alpha}+\frac{\left(\eta^{-1}\right)^{1 /(1-\alpha)}}{1 /(1-\alpha)}=\alpha \eta^{1 / \alpha}|x|^{2}+\frac{1-\alpha}{\eta^{1 /(1-\alpha)}}
$$

for all $\eta>0$. Choosing $\eta=\left(\epsilon^{2} / r^{2}+1\right)^{\alpha}$ we obtain

$$
|x|^{2 \alpha} \leq \frac{\alpha \epsilon^{2}}{r^{2}+1}|x|^{2}+\frac{(1-\alpha)\left(r^{2}+1\right)^{\alpha /(1-\alpha)}}{\epsilon^{2 \alpha /(1-\alpha)}}
$$

Therefore we have

$$
\begin{gathered}
|i\langle u,[V(q), X] u\rangle| \leq \epsilon\left\langle u,\left(p^{2}+q^{2}\right) u\right\rangle+\alpha \epsilon g_{V}^{2}\left\langle u, q^{2} u\right\rangle \\
+g_{V}^{2} \frac{r^{2}+1}{\epsilon}\left(1+(1-\alpha)\left(\frac{r^{2}+1}{\epsilon^{2}}\right)^{\alpha /(1-\alpha)}\right)\|u\|^{2} \\
\leq\left(1+\alpha g_{V}^{2}\right) \epsilon\left\langle u,\left(p^{2}+q^{2}\right) u\right\rangle+g_{V}^{2}\|u\|^{2}\left(\frac{(1-\alpha)\left(r^{2}+1\right)^{1 /(1-\alpha)}}{\epsilon^{(1+\alpha) /(1-\alpha)}}+\frac{r^{2}+1}{\epsilon}\right) .
\end{gathered}
$$

This inequality and (23) give

$$
\begin{aligned}
\langle u, \mathcal{L}(X) u\rangle \leq & -2\left\langle u,\left((2 \gamma r-1) p^{2}+\omega^{2} q^{2}\right) u\right\rangle+\left(1+\alpha g_{V}^{2}\right) \epsilon\left\langle u,\left(p^{2}+q^{2}\right) u\right\rangle \\
& +\left(2 r D_{p p}+4 D_{p q}+2\left(\omega^{2} r+2 \gamma\right) D_{q q}\right)\|u\|^{2} \\
& +g_{V}^{2}\left(\frac{(1-\alpha)\left(r^{2}+1\right)^{1 /(1-\alpha)}}{\epsilon^{(1+\alpha) /(1-\alpha)}}+\frac{r^{2}+1}{\epsilon}\right)\|u\|^{2}
\end{aligned}
$$

For all $r>(2 \gamma)^{-1}$, we can take an $\epsilon$ small enough such that

$$
c_{6}:=2 \min \left\{(2 \gamma r-1), \omega^{2}\right\}-\left(1+\alpha g_{V}^{2}\right) \epsilon>0
$$

Putting
$c_{7}:=2 r D_{p p}+4 D_{p q}+2\left(\omega^{2} r+2 \gamma\right) D_{q q}+g_{V}^{2} \frac{(1-\alpha)\left(r^{2}+1\right)^{1 /(1-\alpha)}}{\epsilon^{(1+\alpha) /(1-\alpha)}}+g_{V}^{2} \frac{r^{2}+1}{\epsilon}$
we find the asserted inequality (24):

$$
\langle u, \mathcal{L}(X) u\rangle \leq-c_{6}\left\langle u,\left(p^{2}+q^{2}\right) u\right\rangle+c_{7}\|u\|^{2}
$$

for $u \in C_{c}^{\infty}(\mathbb{R})$. The extension to arbitrary $u \in \operatorname{Dom}(N)$ follows by a standard approximation argument.

Clearly $G$ is relatively bounded with respect to $X$ by previous results (cf. $\S \S 4,5)$. Moreover we have $(\lambda+X)^{-1}(\operatorname{Dom}(N))=\operatorname{Dom}\left(N^{2}\right)$, and hence

$$
L_{\ell}\left((\lambda+X)^{-1} \operatorname{Dom}(N)\right) \subseteq L_{\ell}(\operatorname{Dom}(N)) \subseteq \operatorname{Dom}\left(N^{1 / 2}\right)=\operatorname{Dom}\left(X^{1 / 2}\right)
$$

for $\ell=1,2 ; \lambda \geq 1$. Therefore Theorem IV. $1^{19}$ can be applied and it yields the existence of a normal invariant state.

We remark that the operators $X$ and $Y$ do not commute here, in contrast to most examples in Ref. 19.

## 8. Irreducibility and large time behavior

A QMS $\mathcal{T}$ on $\mathcal{B}(\mathrm{h})$ is called irreducible if the only subharmonic projections ${ }^{20}$ $\Pi$ in h (i.e. projections satisfying $\mathcal{T}_{t}(\Pi) \geq \Pi$ for all $t \geq 0$ ) are the trivial ones 0 or $\mathbb{1}$.

If a projection $\Pi$ is subharmonic, the total mass of any normal state $\sigma$ with support in $\Pi$ (i.e. such that $\Pi \sigma \Pi=\Pi \sigma=\sigma \Pi=\sigma$ ), remains concentrated in $\Pi$ during the evolution. Indeed, the state $\mathcal{T}_{t}^{*}(\sigma)$ at time $t$ then satisfies

$$
1=\operatorname{tr}\left(\mathcal{T}_{t}^{*}(\sigma)\right) \geq \operatorname{tr}\left(\mathcal{T}_{t}^{*}(\sigma) \Pi\right)=\operatorname{tr}\left(\sigma \mathcal{T}_{t}(\Pi)\right) \geq \operatorname{tr}(\sigma \Pi)=\operatorname{tr}(\sigma)=1
$$

As an example, the support projection of a normal stationary state for a QMS is subharmonic (cf. Th. II. 1 in Ref. 20). Thus if a QMS is irreducible and has a normal invariant state, then its support projection must be $\mathbb{1}$, i.e. it must be faithful.

In this section we shall prove that the QMS we constructed in $\S 5-6$ is irreducible if the strict inequality $\Delta>0$ holds. The more delicate limiting case $\Delta=0$ is postponed to the next section.

Subharmonic projections are characterized by the following theorem. ${ }^{20}$
Theorem 8.1. A projection $\Pi$ is subharmonic for the QMS associated with the operators $G, L_{\ell}$ if and only if its range $\mathcal{X}$ is an invariant subspace for all the operators $P_{t}$ of the contraction semigroup generated by $G$ (i.e. $\left.\forall t \geq 0: P_{t} \mathcal{X} \subseteq \mathcal{X}\right)$ and

$$
L_{\ell}(\mathcal{X} \cap \operatorname{Dom}(G)) \subseteq \mathcal{X}
$$

for all $\ell$ 's.
The application to our model yields the following
Theorem 8.2. Suppose that $\Delta>0$. Then the $Q M S \mathcal{T}$ associated with (the closed extensions of) the operators $G, L_{\ell}$ given by (16) and (11) is irreducible.

Proof. Let $\Pi$ be a subharmonic projection with range $\mathcal{X} \subseteq \mathrm{h}$. We shall prove that either $\Pi=0$ or $\Pi=\mathbb{1}$, and hence $\mathcal{T}$ is irreducible.

The domain of $N$ is $P_{t}$ invariant because it coincides with $\operatorname{Dom}(G)$ which is obviously $P_{t}$-invariant. Since both $L_{1}, L_{2} \operatorname{map} \operatorname{Dom}(N)$ into $\operatorname{Dom}\left(N^{1 / 2}\right)$ and $\operatorname{Dom}\left(N^{1 / 2}\right)$ into $h$, we have

$$
\begin{align*}
L_{\ell}(\mathcal{X} \cap \operatorname{Dom}(N)) & \subseteq \mathcal{X} \cap \operatorname{Dom}\left(N^{1 / 2}\right), \quad \text { and } \\
L_{\ell}\left(\mathcal{X} \cap \operatorname{Dom}\left(N^{n}\right)\right) & \subseteq \mathcal{X} \cap \operatorname{Dom}\left(N^{n-1 / 2}\right) \tag{25}
\end{align*}
$$

Then, by the linear independence of $L_{1}$ and $L_{2}$ (due to $\Delta>0$ )

$$
\begin{aligned}
& p(\mathcal{X} \cap \operatorname{Dom}(N)) \subseteq \mathcal{X} \cap \operatorname{Dom}\left(N^{1 / 2}\right), \quad \text { and } \\
& q(\mathcal{X} \cap \operatorname{Dom}(N)) \subseteq \mathcal{X} \cap \operatorname{Dom}\left(N^{1 / 2}\right)
\end{aligned}
$$

and thus, since $N=\left(p^{2}+q^{2}-1\right) / 2$,

$$
N(\mathcal{X} \cap \operatorname{Dom}(N)) \subseteq \mathcal{X}
$$

For all $n>0$ the resolvent operator $R(n ; G)=(n-G)^{-1}$ maps h in $\operatorname{Dom}(G)=\operatorname{Dom}(N)$, therefore the operator $N_{n}=n N R(n ; G)$ is defined on h. It is also bounded, because $N$ is relatively bounded with respect to $G$ and the identity $G R(n ; G) u=-u+n R(n ; G) u$ yields the inequalities

$$
\begin{aligned}
\left\|N_{n} u\right\| & \leq c\|n G R(n ; G) u\|+c\|n R(n ; G) u\| \\
& \leq c n\|u\|+c(n+1)\|n R(n ; G) u\|
\end{aligned}
$$

for all $u \in \mathrm{~h}$.
The subspace $\mathcal{X}$ is clearly $N_{n}$-invariant because

$$
R(n ; G)=\int_{0}^{\infty} \exp (-n t) P_{t} d t
$$

maps it into $\mathcal{X} \cap \operatorname{Dom}(G)=\mathcal{X} \cap \operatorname{Dom}(N)$ and $N(\mathcal{X} \cap \operatorname{Dom}(N)) \subseteq \mathcal{X}$. It follows that $\mathcal{X}$ is invariant for the operators $\mathrm{e}^{-t N_{n}}=\sum_{k \geq 0}\left(-t N_{n}\right)^{k} / k$ ! $(t \geq 0)$ of the (semi)group generated by $N_{n}$.

Notice that, for all $u \in \operatorname{Dom}(N)=\operatorname{Dom}(G)$, we have

$$
\begin{aligned}
\left\|N_{n} u-N u\right\| & =\|N(n R(n ; G) u-u)\| \\
& \leq c\|G(n R(n ; G) u-u)\|+c\|n R(n ; G) u-u\| \\
& =c\|n R(n ; G) G u-G u\|+c\|n R(n ; G) u-u\|
\end{aligned}
$$

Thus, by the well-known properties of the Yosida approximations, $N_{n} u$ converges towards $N u$ as $n$ tends to infinity for all $u \in \operatorname{Dom}(N)$. It follows then from a well-known result in semigroup theory (cf. 31, Chapter IX) that the operators $\mathrm{e}^{-t N_{n}}$ converge towards the operators $\mathrm{e}^{-t N}$ of the semigroup generated by $-N$ in the strong operator topology on h uniformly for $t$ in bounded subsets of $\left[0,+\infty\left[\right.\right.$. Therefore $\mathcal{X}$ is $\mathrm{e}^{-t N}$-invariant for all $t \geq 0$.

Since the operators $\mathrm{e}^{-t N}, t>0$ are compact and self-adjoint, it follows that $\mathcal{X}$ is generated by eigenvectors of $N$,

$$
\mathcal{X}=\overline{\operatorname{Lin}\left\{e_{j} \mid j \in J\right\}},
$$

for some $J \subseteq \mathbb{N}_{0}$. Here $\left(e_{j}\right)_{j \geq 0}$ is the canonical orthonormal basis of $\ell^{2}\left(\mathbb{N}_{0}\right)$. Moreover, using $\mathcal{X}_{\infty}:=\mathcal{X} \cap_{n \geq 1} \operatorname{Dom}\left(N^{n}\right)$, we have $\operatorname{Lin}\left\{e_{j} \mid j \in J\right\} \subseteq$ $\mathcal{X}_{\infty} \subseteq \mathcal{X}$, since $e_{j}$ are the eigenvectors of $N$.

By (25), $\mathcal{X}_{\infty}$ is $L_{1}, L_{2}$-invariant. Since $a$ and $a^{\dagger}$ are related to $L_{1}, L_{2}$ by an invertible linear transformation, $\mathcal{X}_{\infty}$ is also $a, a^{\dagger}$-invariant. Therefore, if $J$ is not empty (i.e. $\mathcal{X} \neq\{0\}$ ) taking $m=\min J$ we find immediately that $e_{0}=a^{m} e_{m} / \sqrt{m!}$ belongs to $\mathcal{X}_{\infty} \subseteq \mathcal{X}$. Thus, any $e_{k}$ with $k>0$ belongs to $\mathcal{X}_{\infty}$ because $a^{\dagger k} e_{0}=\sqrt{k!} e_{k}$ and $\mathcal{X}=\mathcal{X}_{\infty}$ coincides with the whole of h.

Corollary 8.1. If $\Delta>0$, then all normal invariant states are faithful.

Proof. The support projection of an invariant state is subharmonic (and non-zero). Since the QMS is irreducible, all non-zero subharmonic projections must coincide with the identity operator $\mathbb{1}$. Hence, any normal invariant state must be faithful.

Recall the following classical result. ${ }^{22}$
Theorem 8.3. Let $\mathcal{T}$ be the unital minimal $Q M S$ associated with operators $G, L_{\ell}$. Suppose that $\mathcal{T}$ has a faithful normal invariant state $\rho$. Then the vector space of fixed points

$$
\mathcal{F}(\mathcal{T})=\left\{x \in \mathcal{B}(\mathrm{~h}) \mid \mathcal{T}_{t}(x)=x, \forall t \geq 0\right\}
$$

is an algebra and the invariant state $\rho$ is unique if and only if $\mathcal{F}(\mathcal{T})=\mathbb{C} \mathbb{1}$.
Remember that the QMS under consideration admits a steady state by Theorem 7.1 and by Corollary 8.1 this invariant state is faithful provided that we have strict inequalitiy in the Lindblad condition (2).

The next result, taken from Proposition 2.3 in Ref. 23 and the Correction in Ref. 32, allows us to apply immediately the above theorem and show that the QMS converges towards its unique invariant state. Let us introduce first
$\mathcal{N}(\mathcal{T})=\left\{x \in \mathcal{B}(\mathrm{~h}) \mid \mathcal{T}_{t}\left(x^{*} x\right)=\mathcal{T}_{t}\left(x^{*}\right) \mathcal{T}_{t}(x), \mathcal{T}_{t}\left(x x^{*}\right)=\mathcal{T}_{t}(x) \mathcal{T}_{t}\left(x^{*}\right) \forall t \geq 0\right\}$.
If $\mathcal{T}$ has a faithful normal invariant state, it is easy to show by the Schwarz property $\mathcal{T}_{t}\left(x^{*}\right) \mathcal{T}_{t}(x) \leq \mathcal{T}_{t}\left(x^{*} x\right)$, that $\mathcal{N}(\mathcal{T})$ is an algebra.

Theorem 8.4. ${ }^{23,32}$ Let $\mathcal{T}$ be the unital minimal QMS associated with the operators $G, L_{\ell}$. Suppose that: i) there exists a domain $D_{c}$ which is a core for both $G$ and $G^{*}$, and ii) for all $u \in D_{c}$, its image $R(n ; G) u$ belongs to $\operatorname{Dom}\left(G^{*}\right)$ and the sequence $\left(n G^{*} R(n ; G) u\right)_{n \geq 1}$ converges strongly. Then
(1) $\mathcal{F}(\mathcal{T})=\left\{H, L_{1}, L_{2}\right\}^{\prime}$,
(2) $\mathcal{N}(\mathcal{T}) \subseteq\left\{L_{1}, L_{2}\right\}^{\prime}$,
(3) if $\mathcal{F}(\mathcal{T})=\mathcal{N}(\mathcal{T})$ then for all initial states $\sigma, \mathcal{T}_{t}^{*}(\sigma)$ converges as $t$ goes to infinity towards an invariant state in the trace norm.

In the above Theorem the set $\left\{H, L_{1}, L_{2}\right\}^{\prime}$ denotes the commutant, i.e. the set of all operators that commute with $H$ as well as with $L_{1}$ and $L_{2}$ (analogously for $\left\{L_{1}, L_{2}\right\}^{\prime}$ ) and $R$ denotes the resolvent. Because $L_{1}$ and $L_{2}$ are linearly independent, as long as we have strict inequality in (2), we see that $\left\{L_{1}, L_{2}\right\}^{\prime}$ consists only of operators commuting with $q$ and $p$. This yields $\mathcal{N}(\mathcal{T})=\mathbb{C} \mathbb{I}$ and since $\mathbb{C} \mathbb{1} \subseteq \mathcal{F}(\mathcal{T}) \subseteq \mathcal{N}(\mathcal{T})$ also $\mathbb{C} \mathbb{I}=\mathcal{F}(\mathcal{T})=$ $\mathcal{N}(\mathcal{T})$.

To apply Theorem 8.4 and thus ensure convergence we need to verify the conditions $(i)$ and (ii). Condition (i) is obvious from Prop. 5.1 (one might pick $C_{c}^{\infty}(\mathbb{R})$ as a core). Condition (ii) is also easily checked because the operators $G, G^{*}$ and $N$ have the same domain by Prop. 5.1. Moreover, their graph norms are equivalent (cf. Remark 5.1). Now, for all $u \in D_{c}=C_{c}^{\infty}(\mathbb{R})$, since $n G R(n ; G) u=n R(n ; G) G u$, the sequence $(n R(n ; G) u)_{n \geq 1}$ converges to $u$ in the graph norm of $G$. By Remark 5.1 it is also convergent in the graph norm of $G^{*}$, i.e. $\left(n G^{*} R(n ; G) u\right)_{n \geq 1}$ converges to $G^{*} u$.

Altogether we have proved the following
Corollary 8.2. Let $\gamma>0$ and $V \in C^{2}(\mathbb{R})$ satisfy (13). If $\Delta>0$ the $Q M S$ associated with $G$ and $L_{\ell}$ has a unique faithful normal invariant state $\rho$. Moroever, for all normal initial states $\sigma$, we have

$$
\lim _{t \rightarrow \infty} \mathcal{T}_{t}^{*}(\sigma)=\rho
$$

in the trace norm.

## 9. The limiting case $\Delta=0$

Here we study the case when $\Delta=D_{p p} D_{q q}-D_{p q}^{2}-\gamma^{2} / 4=0$ and $\gamma>0$. We start with the case $V=0$. In this situation we can compare our result to the explicit formula for the (unique normalized) steady state in Ref. 6 for
zero perturbing potential. The kernel of the density matrix of the steady state can be calculated by means of Fourier transform ${ }^{6}$ and is given by

$$
\begin{gather*}
\rho_{\infty}(x, y)=\frac{\gamma \omega}{\pi \sqrt{\gamma Q_{22}}} \exp \left(-\frac{1}{4 \gamma Q_{22}}\left[\gamma^{2} \omega^{2}(x+y)^{2}+Q(x-y)^{2}\right]\right) \\
\times \exp \left(-i \omega \frac{Q_{12}}{Q_{22}}\left(\frac{x^{2}-y^{2}}{2}\right)\right), \tag{26}
\end{gather*}
$$

where the abbreviations are

$$
\begin{aligned}
Q_{11} & =D_{p p}+\omega^{2} D_{q q} \\
Q_{12} & =2 \omega \gamma D_{q q} \\
Q_{22} & =D_{p p}+\omega^{2} D_{q q}+4 \gamma\left(D_{p q}+\gamma D_{q q}\right) \quad \text { and } \\
Q & =Q_{11} Q_{22}-Q_{12}^{2} .
\end{aligned}
$$

One can see that this becomes a pure state if and only if $Q=\gamma^{2} \omega^{2}$. We will now discuss its implications on the relation between diffusion and friction coefficients.

Lemma 9.1. Let $V=0, \gamma>0$, and the Lindblad condition hold. The steady state given by (26) is a pure state, i.e. $Q=\gamma^{2} \omega^{2}$, if and only if $\gamma<\omega$ and

$$
\begin{align*}
0 & =D_{p p} D_{q q}-D_{p q}^{2}-\gamma^{2} / 4  \tag{27}\\
D_{p q} & =-\gamma D_{q q}  \tag{28}\\
D_{p p} & =\omega^{2} D_{q q} . \tag{29}
\end{align*}
$$

In this case

$$
\begin{align*}
D_{q q} & =\frac{\gamma}{2 \sqrt{\omega^{2}-\gamma^{2}}}, \quad \text { and } \\
\rho_{\infty}(x, y) & =\frac{1}{\pi} \sqrt[4]{\omega^{2}-\gamma^{2}} e^{-\left(c x^{2}+\bar{c} y^{2}\right)} \quad \text { with }  \tag{30}\\
c & =\frac{1}{2}\left(\sqrt{\omega^{2}-\gamma^{2}}+i \gamma\right) . \tag{31}
\end{align*}
$$

Proof. We rewrite

$$
\begin{align*}
0 & =Q-\gamma^{2} \omega^{2}=\left(1-\frac{\gamma^{2}}{\omega^{2}}\right)\left(D_{p p}-D_{q q} \omega^{2}\right)^{2}  \tag{32}\\
& +\frac{\gamma^{2}}{\omega^{2}}\left(D_{p p}+2 D_{p q} \frac{\omega^{2}}{\gamma}+D_{q q} \omega^{2}\right)^{2}  \tag{33}\\
& +4 \omega^{2}\left(D_{p p} D_{q q}-D_{p q}^{2}-\frac{\gamma^{2}}{4}\right) . \tag{34}
\end{align*}
$$

In the case $\gamma<\omega$ this directly implies (27)-(29), because of (2).
For $\gamma=\omega$ the term (33) is a quadratic polynomial in $\omega$. But it has no real zero, since $D_{p p} D_{q q}-D_{p q}^{2}>0$ by (34).
For the case $\gamma>\omega$ we rewrite (32)-(34) as

$$
\begin{align*}
0 & =\left(D_{p p}+2 D_{p q} \gamma+D_{q q} \omega^{2}\right)^{2}  \tag{35}\\
& +4 \gamma^{2}\left(D_{p p} D_{q q}-D_{p q}^{2}-\frac{\gamma^{2}}{4}\right)  \tag{36}\\
& +\gamma^{2}\left(\gamma^{2}-\omega^{2}\right), \tag{37}
\end{align*}
$$

which is a contradiction since the summand (36) is non-negative by (2). The form of $D_{q q}$ and the kernel of the density matrix of the steady state follow by straightforward calculations.

Corollary 9.1. Let $V=0, \Delta=0$, and $0<\gamma<\omega$. Under the conditions (27), (28) and (29) of Lemma 9.1 the semigroup is not irreducible. It admits a steady state that is not faithful.

We now want to interpret this result in terms of the generators. Condition (27) implies that the Lindblad operators $L_{1}$ and $L_{2}$ are no longer linearly independent since $L_{2}$ is zero. The operator $L_{1}$ has a nontrivial kernel containing functions of the type $\exp \left(-c x^{2}\right)$, with $c$ from (31), which are clearly also in the kernel of $L_{1}^{*} L_{1}$. Hence, density matrices with kernel (30) are initially not affected by the dissipative part of the evolution. However the Hamiltonian evolution might move them away from the kernel. It is exactly conditions (28) and (29) that ensure that $H$ is (up to an additive constant) a scalar multiple of $L_{1}^{*} L_{1}$ and thus $\left[H, L_{1}^{*} L_{1}\right]=0$. Of course in this case functions of type (30) stay unaffected by the evolution.

Using the explicit formula (26) for the kernel of the density matrix in the case $V=0$ one can check the non-faithfulness of the steady state also directly:

Remark 9.1. For $\rho$ not to be faithful we have to find a $u \in \mathrm{~h}$ with $u \neq 0$, such that $\langle u, \rho u\rangle=0$. By positivity of $\rho$ this is equivalent to $\rho u=0$. Using (26), such a $u$ satisfies

$$
\begin{aligned}
0= & \int_{\mathbb{R}} \exp \left(-\frac{1}{4 \gamma Q_{22}}\left[\gamma^{2} \omega^{2}(x+y)^{2}+Q(x-y)^{2}\right]\right) \\
& \times \exp \left(-i \omega \frac{Q_{12}}{Q_{22}}\left(\frac{x^{2}-y^{2}}{2}\right)\right) u(y) d y
\end{aligned}
$$

for all $x \in \mathbb{R}$. Looking pointwise in $x$ we can drop the factors depending only on $x$ and get

$$
\begin{aligned}
0=\int_{\mathbb{R}} & \exp \left(-\frac{\gamma^{2} \omega^{2}-Q}{2 \gamma Q_{22}} x y\right) \\
& \times \exp \left(-\frac{1}{4 \gamma Q_{22}}\left(\gamma^{2} \omega^{2}+Q-2 i \omega \gamma Q_{12}\right) y^{2}\right) u(y) d y
\end{aligned}
$$

Provided the steady state is not pure, i.e. $Q \neq \gamma^{2} \omega^{2}$, one can interpret this as the Laplace-transform of the term in the second line. Due to the decay of the exponential factor it exists for all $x \in \mathbb{R}$ and it can not be zero for all $x$ unless $u$ is zero. This shows that the steady-state $\rho$ is faithful except when $Q=\gamma^{2} \omega^{2}$. In the case of a pure steady state the first exponential becomes one and the above integral vanishes for all functions that are orthogonal to

$$
\exp \left(-\frac{1}{4 \gamma Q_{22}}\left(\gamma^{2} \omega^{2}+Q-2 i \omega \gamma Q_{12}\right) y^{2}\right)=\exp \left(-\bar{c} y^{2}\right)
$$

Note that the complex conjugate of this function is in the kernel of $L_{1}$, as noted earlier.

The above discussion on the explicit steady state for $V=0$ and algebraic computations of the invariant subspaces for $G$ and $L_{1}$ showing that they should be trivial, lead us to the following
Conjecture. When $\Delta=0$ but $V \neq 0$ (with $V \in C^{2}(\mathbb{R})$ satisfying (13)) the semigroup has a unique faithful normal invariant state and the conclusion of Corollary 8.2 holds.

The full proof of this conjecture, however, entails a lot of analytical difficulties and technicalities on invariant subspaces for strongly continuous semigroups and their perturbations and will be postponed to a forthcoming paper.
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# HILBERT SPACE OF ANALYTIC FUNCTIONS ASSOCIATED WITH A ROTATION INVARIANT MEASURE 

N. ASAI<br>Department of Mathematics<br>Aichi University of Education<br>Kariya, 448-8542, Japan<br>nasai@auecc.aichi-edu.ac.jp

This paper contains not only a review of Ref. ${ }^{4,6}$ but also new results. Let $\widetilde{\mu}$ be a probability measure on $\mathbb{C}$ derived from the complex moment problem associated with the Jacobi-Szegö parameter. First, we show that $\tilde{\mu}$ has a rotation invariance property. It means that a one-mode interacting Fock space can be realized as a Hilbert space of analytic $L^{2}$-functions with respect to a rotation invariant measure on $\mathbb{C}$. As typical examples, the Gaussian and Bessel kernel measures on $\mathbb{C}$ are presented. Secondly, the relationship among the golden ratio, Bessel kernel measure and classical random variables is discussed. Furthermore, the distribution of the Lévy's stochastic area is also treated. In the end, we give a short remark on the binomial distribution.

## 1. Preliminaries.

Let $\mu$ be a probability measure on $I \subset \mathbb{R}$ with finite moments of all orders such that the linear span of the monomials $x^{n}, n \geq 0$, is dense in $L^{2}(I, \mu)$. Then it is known ${ }^{11,25}$ that there exists a complete orthogonal system $\left\{P_{n}(x)\right\}_{n=0}^{\infty}$ of polynomials with leading coefficient 1 for $L^{2}(I, \mu)$ with $P_{0}=1$, a sequence $\left\{\omega_{n}\right\}_{n=0}^{\infty}$ of nonnegative real numbers, and a sequence $\left\{\alpha_{n}\right\}_{n=0}^{\infty}$ of real numbers such that the following recurrence formula holds:

$$
\left(x-\alpha_{n}\right) P_{n}(x)=P_{n+1}(x)+\omega_{n} P_{n-1}(x), n \geq 0,
$$

where $\omega_{0}=1$ and $P_{-1}=0$ by convention. The numbers $\omega_{n}, \alpha_{n}$ are called the Jacobi-Szegö parameters of $\mu$. It can be shown that the sequence $\alpha_{n}=0$ for all $n$ if and only if $\mu$ is symmetric. ${ }^{11}$ For a probability measure $\mu$ with the associated sequence $\left\{\omega_{n}\right\}_{n=0}^{\infty}$, we define a sequence $\left\{\lambda_{n}\right\}_{n=0}^{\infty}$ by

$$
\begin{equation*}
\lambda_{n}=\omega_{0} \omega_{1} \cdots \omega_{n}, \quad n \geq 0 \tag{1}
\end{equation*}
$$

Assume that $G_{\lambda}(z):=\sum_{n=0}^{\infty} \frac{1}{\lambda_{n}} z^{n}$ has a positive radious of convergence, denoted by $r_{\lambda}>0$. For $f \in L^{2}(I, \mu)$, the author ${ }^{2}$ has introduced a function $S_{\mu} f$ by

$$
\begin{equation*}
\left(S_{\mu} f\right)(z)=\left\langle E_{\lambda}(\cdot, \bar{z}), f\right\rangle_{L^{2}(\mu)}=\int_{I} E_{\lambda}(x, z) f(x) d \mu(x), \quad z \in \Omega_{\lambda}, \tag{2}
\end{equation*}
$$

where

$$
E_{\lambda}(x, z)=\sum_{n=0}^{\infty} \frac{P_{n}(x)}{\lambda_{n}} z^{n}
$$

and $\Omega_{\lambda}=\left\{z \in \mathbb{C}:|z|<\sqrt{r_{\lambda}}\right\}$. Note that $\left\|E_{\lambda}(\cdot, z)\right\|_{L^{2}(\mu)}=G_{\lambda}\left(|z|^{2}\right)<\infty$. The set $\left\{E_{\lambda}(\cdot, z): z \in \Omega_{\lambda}\right\}$ is linearly independent and spans a dense subspace of $L^{2}(I, \mu)$. The $S_{\mu}$-transform in Eq.(2) is a non-Gaussian analogue of the well-known Segal-Bargmann transform discussed in Ref. ${ }^{10,14,23}$

## 2. Hilbert space of analytic $L^{2}$-functions with respect to a rotation invariant measure.

Suppose that a probability measure $\widetilde{\mu}$ on $\Omega_{\lambda}$ is determined by the moment problem for a given sequence $\left\{\lambda_{n}\right\}_{n=0}^{\infty}$ in Eq.(1),

$$
\begin{equation*}
\int_{\Omega_{\lambda}} \bar{z}^{n} z^{m} d \widetilde{\mu}(z)=\delta_{n, m} \lambda_{n} \tag{3}
\end{equation*}
$$

where $\delta_{n, m}$ is the Kronecker delta. We remark here that $\widetilde{\mu}$ is computed independently of a parameter $\alpha_{n}$.

It is not difficult to generalize Proposition 4.4 in Ref. ${ }^{6}$ as follows.
Proposition 2.1. Suppose $\left\{\lambda_{n}\right\}_{n=0}^{\infty}$ satisfies the condition

$$
\begin{equation*}
0 \leq \lim _{n \rightarrow \infty} \frac{\lambda_{n}^{1 / n}}{n^{2}}<\infty \tag{4}
\end{equation*}
$$

Then the measure $\widetilde{\mu}$ satisfying (3) is unique.
The Hilbert space of analytic $L^{2}$-functions with respect to $\widetilde{\mu}$, namely $\mathcal{H} L^{2}\left(\Omega_{\lambda}, \widetilde{\mu}\right)$, is a closed subspace of $L^{2}\left(\Omega_{\lambda}, \widetilde{\mu}\right)$. Hence, there is an orthogonal projection operator $P: L^{2}\left(\Omega_{\lambda}, \widetilde{\mu}\right) \rightarrow \mathcal{H} L^{2}\left(\Omega_{\lambda}, \widetilde{\mu}\right)$. This projection is given by

$$
P F(z)=\int_{\Omega_{\lambda}} K_{\lambda}(\bar{z}, w) F(w) d \widetilde{\mu}(w)
$$

with the reproducing kernel function

$$
K_{\lambda}(z, w):=\left(S_{\mu} E_{\lambda}(x, w)\right)(z)=\sum_{n=0}^{\infty} \frac{(z w)^{n}}{\lambda_{n}}
$$

for all $F \in L^{2}\left(\Omega_{\lambda}, \widetilde{\mu}\right)$. Note that $\left\{z^{n}\right\}_{n=0}^{\infty}$ is considered as an orthogonal basis for $\mathcal{H} L^{2}\left(\Omega_{\lambda}, \widetilde{\mu}\right)$ and satisfies $\left(S_{\mu} P_{n}(x)\right)(z)=z^{n}$. This was one of the key points to introduce the integral kernel function $E_{\lambda}(x, z)$ in Ref. ${ }^{2}$ The norm on $\mathcal{H} L^{2}\left(\Omega_{\lambda}, \widetilde{\mu}\right)$ is the $L^{2}\left(\Omega_{\lambda}, \widetilde{\mu}\right)$-norm. It can be shown that $S_{\mu}$ is a unitary operator from $L^{2}(I, \mu)$ onto $\mathcal{H} L^{2}\left(\Omega_{\lambda}, \widetilde{\mu}\right)$.

Let us denote the bosonic annihilation and creation operators, $b$ and $b^{*}$, respectively, which satisfy the commutation relation $\left[b, b^{*}\right]=I$. For example, we can realize these operators by $b=\frac{d}{d z}$ and $b^{*}=z, z \in \mathbb{C}$. With $b$ and $b^{*}$, we have introduced in Ref. ${ }^{4}$ the deformed annihilation operator $B^{-}$, deformed creation operator $B^{+}$, and conservation (neutral, preservation) operator $B^{\circ}$ as

$$
\begin{align*}
B^{-} & =c_{0,1} b+c_{1,2} b^{*} b^{2},  \tag{5}\\
B^{+} & =b^{*}  \tag{6}\\
B^{\circ} & =c_{0,0} I+c_{1,1} b^{*} b, \tag{7}
\end{align*}
$$

where $c_{0,1}>0, c_{1,2} \geq 0$ and $c_{0,0}, c_{1,1} \in \mathbb{R}$. The case of $c_{1,2}<0$ will be mentioned in Section 3. See Ref. ${ }^{4}$ for those who are interested in how we thought of these deformed operators and why they should be considered.

By Accardi-Bożejko isomorphism ${ }^{1,4}$ with Eqs.(5)(6)(7), it is easy to see that the Jacobi-Szegö parameters are represented as

$$
\begin{align*}
& \omega_{0}=1, \omega_{n}=n\left(c_{0,1}+c_{1,2}(n-1)\right), \quad n \geq 1  \tag{8}\\
& \alpha_{n}=c_{0,0}+c_{1,1} n, \quad n \geq 0, \tag{9}
\end{align*}
$$

where $c_{0,1}>0, c_{1,2} \geq 0$ and $c_{0,0}, c_{1,1} \in \mathbb{R}$. Thus, we have $\Omega_{\lambda}=\mathbb{C}$ and $r_{\lambda}=\infty$. Then the Hilbert space $\mathcal{H} L^{2}(\mathbb{C}, \widetilde{\mu})$ equipped with $\left\{B^{-}, B^{+}, B^{\circ}\right\}$ is a realization of the one-mode interacting Fock space in terms of the space of analytic $L^{2}$-functions with respect to $\widetilde{\mu}$. Moreover, the $S_{\mu}$-transform is a unitary operator from $L^{2}(I, \mu)$ onto $\mathcal{H} L^{2}(\mathbb{C}, \widetilde{\mu})$ with the intertwining property,

$$
S_{\mu}^{-1}\left(c_{0,0}+\left(c_{0,1} b+b^{*}\right)+c_{1,1} b^{*} b+c_{1,2} b^{*} b^{2}\right) S_{\mu}=Q_{x}
$$

where $Q_{x}$ is the multiplication operator by $x$ on $L^{2}(I, \mu)$.
We are able to give the probabilistic meaning to the multiplication operator $Q_{x}$ by $x$ on $L^{2}(I, \mu)$. The multiplication operator $Q_{x}$ can be considered as the classical random variable $x$ and decomposed into the sum of operators $B^{-}, B^{+}, B^{\circ}$ in Eqs.(5)(6)(7), which are the generators of finite dimensional Lie algebras as treated in Section 4. This is a typical example of the classical-quantum correspondence in quantum probability theory.

In addition, constants $c_{0,0}$ and $c_{0,1}$ describe the mean and variance of $\mu$, respectively (Table in Section 3).

Suppose that a probability measure $\widetilde{\mu}$ on $\mathbb{C}$ is given in the form of

$$
\begin{equation*}
d \widetilde{\mu}(z)=\frac{1}{2 \pi} \rho(r) d r d \theta \tag{10}
\end{equation*}
$$

for $z=r e^{i \theta}(0 \leq \theta<2 \pi, 0<r<\infty)$. Then it is easy to see that the moment problem (3) is reduced to the form of

$$
\begin{equation*}
\int_{0}^{\infty} r^{2 n} \rho(r) d r=\lambda_{n} . \tag{11}
\end{equation*}
$$

If one can construct a density function $\rho(r)$ uniquely due to the Mellin transform, then the existence of the measure $\widetilde{\mu}$ satisfying Eq.(3) is guaranteed. Hence, if $\lambda_{n}$ satisfies the condition in Eq.(4), then $\widetilde{\mu}$ has the form uniquely as in Eq.(10).

Definition 2.1. Let $\mathcal{B}\left(\mathbb{R}^{2}\right)$ be the Borel $\sigma$-algebra on $\mathbb{R}^{2}$. A measure $\nu$ on $\mathbb{R}^{2}$ is rotation invariant if $\nu(B)=\nu\left(T^{-1} B\right)$ for every orthogonal matrix $T$ and $B \in \mathcal{B}\left(\mathbb{R}^{2}\right)$, where $T^{-1} B=\left\{T^{-1} \boldsymbol{x}: \boldsymbol{x} \in B\right\}$.

Theorem 2.1. Suppose that the Jacobi-Szegö parameter $\omega_{n}$ is given by Eq.(8). Then $\widetilde{\mu}$ is a unique rotation invariant solution of the moment problem in Eq.(3).

Proof. Let $z=r e^{i \theta}$ and $B \in \mathcal{B}\left(\mathbb{R}^{2}\right)$. For every orthogonal matrix $T$ and $\boldsymbol{x} \in B, r=|\boldsymbol{x}|=\left|T^{-1} \boldsymbol{x}\right|$ holds. Due to $\rho(r)=\rho(|\boldsymbol{x}|)=\rho\left(\left|T^{-1} \boldsymbol{x}\right|\right)$, we get

$$
\widetilde{\mu}(z)=\widetilde{\mu}(|x|)=\widetilde{\mu}\left(\left|T^{-1} \boldsymbol{x}\right|\right) .
$$

Therefore, $\widetilde{\mu}$ is rotation invariant on $\mathbb{R}^{2} \cong \mathbb{C}$.
Next, we prove uniqueness of $\widetilde{\mu}$. Since the case of $c_{1,2}=0$ has been discussed in Ref., ${ }^{6}$ let us assume $c_{1,2} \neq 0$. For $n$ sufficiently large, one can get

$$
\begin{equation*}
\frac{\lambda_{n}^{1 / n}}{n^{2}} \sim \frac{c_{1,2}}{n^{2}}\left\{\sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n} \frac{\Gamma(n+\alpha)}{\Gamma(\alpha)}\right\}^{\frac{1}{n}} \leq \frac{c_{1,2}}{e}(\sqrt{2 \pi n})^{\frac{1}{n}}\left(1+\frac{\alpha-1}{n}\right) \tag{12}
\end{equation*}
$$

$\alpha=c_{0,1} / c_{1,2}$ with the help of the Stirling formula. Hence the Jacobi-Szegö parameter $\omega_{n}$ given by Eq.(8) satisfies the condition in Eq.(4) in Proposition 2.1. Moreover, we get by Eq.(12)

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left(\lambda_{n}\right)^{-\frac{1}{2 n}}=\infty \tag{13}
\end{equation*}
$$

Thus, $\rho(r)$ is a unique measure satisfying Eq.(11) (The criterion in Eq.(13) is in Ref. ${ }^{24}$ See also Ref. ${ }^{6}$ ). Therefore, $\widetilde{\mu}$ is uniquely determined by the moment problem in Eq.(3) with the form of Eq.(10).

Hence, $\mathcal{H} L^{2}(\mathbb{C}, \widetilde{\mu})$ is a rotation invariant interacting Fock space. Important examples of $\widetilde{\mu}$ are the Gaussian and Bessel kernel measures on $\mathbb{C}$, which we present as follows. A constant $c_{1,2}$ plays key roles so as to construct $\widetilde{\mu}$ by solving the moment problem (3) (or (11)).

First of all, we consider the case of $c_{1,2}=0$ as follows.
Theorem 2.2. (Asai-Kubo-Kuo ${ }^{6}$ ) Suppose that the Jacobi-Szegö parameters have the forms in Eqs.(8)(9) under $c_{1,2}=0$. Then we have the following results:
(1) $\widetilde{\mu}$ is a Gaussian measure $h_{c_{0,1}}$ on $\mathbb{C}$ expressed in the form of

$$
\begin{equation*}
d h_{c_{0,1}}(z):=\frac{1}{\pi c_{0,1}} \exp \left(-\frac{|z|^{2}}{c_{0,1}}\right) d^{2} z \tag{14}
\end{equation*}
$$

where $d^{2} z=d x_{1} d x_{2}, x_{1}, x_{2} \in \mathbb{R}$.
(2) $S_{\mu}$ is a unitary operator from $L^{2}(I, \mu)$ onto $\mathcal{H} L^{2}\left(\mathbb{C}, h_{c_{0,1}}\right)$ satisfying

$$
S_{\mu}^{-1}\left(c_{0,0}+\left(c_{0,1} b+b^{*}\right)+c_{1,1} b^{*} b\right) S_{\mu}=Q_{x}
$$

where $Q_{x}$ is the multiplication operator by $x$ on $L^{2}(I, \mu)$.
It is easy to see from Eq.(14) that $h_{c_{0,1}}$ is rotation invariant on $\mathbb{R}^{2} \cong \mathbb{C}$ and known as the standard bivariable normal law whose covariance matrix is $I$.

Example 2.1. We have two examples of $\mu$. If the Gaussian measure on $\mathbb{R}$ and Poisson measure on $\mathbb{N}_{0}:=\{0\} \cup \mathbb{N}$ are considered, $c_{1,2}=0$ appears. Note that $c_{1,1}=0$ in the case of Gaussian. See Table in Section 3. It is important to notice that if $c_{0,1}=\sigma^{2}=\lambda$ holds, then the classical Gaussian and Poisson random variables are simultaneously realized on the same space $\mathcal{H} L^{2}\left(\mathbb{C}, h_{\sigma^{2}}\right)$. Consult our paper ${ }^{6}$ for details.

Secondly, the case of $c_{1,2}>0$ is as follows:
Theorem 2.3. (Asai ${ }^{4}$ ) Assume that the Jacobi-Szegö parameters have the forms in Eqs.(8)(9) under $c_{1,2}>0$. Then we have the following results:
(1) $\widetilde{\mu}$ is a Bessel kernel measure $\gamma_{\alpha, c_{1,2}}$ on $\mathbb{C}$ expressed in the form of

$$
d \gamma_{\alpha, c_{1,2}}(z):=\frac{2 c_{1,2}^{-\frac{1}{2}(1+\alpha)}}{\pi \Gamma(\alpha)}|z|^{\alpha-1} K_{1-\alpha}\left(2 c_{1,2}^{-\frac{1}{2}}|z|\right) d^{2} z, \alpha=c_{0,1} / c_{1,2}
$$

where $d^{2} z=d x_{1} d x_{2}, x_{1}, x_{2} \in \mathbb{R}$. Note that $\Gamma$ is the Gamma function and $K_{\nu}$ is so-called the modified Bessel function given by

$$
K_{\nu}(x)=\frac{\pi}{2 \sin (\nu \pi)}\left(I_{-\nu}(x)-I_{\nu}(x)\right)
$$

where

$$
I_{\nu}(x)=\left(\frac{x}{2}\right)^{\nu} \sum_{n=0}^{\infty} \frac{(x / 2)^{2 n}}{n!\Gamma(n+\nu+1)}
$$

(2) $S_{\mu}$ is a unitary operator from $L^{2}(I, \mu)$ onto $\mathcal{H} L^{2}\left(\mathbb{C}, \gamma_{\alpha, c_{1,2}}\right)$ satisfying

$$
S_{\mu}^{-1}\left(c_{0,0}+\left(c_{0,1} b+b^{*}\right)+c_{1,1} b^{*} b+c_{1,2} b^{*} b^{2}\right) S_{\mu}=Q_{x}
$$

where $\alpha=c_{0,1} / c_{1,2}$ and $Q_{x}$ is the multiplication operator by $x$ on $L^{2}(I, \mu)$.
(3) The measure $\gamma_{\alpha, c_{1,2}}$ has the following integral representation

$$
\begin{equation*}
d \gamma_{\alpha, c_{1,2}}(z)=\frac{1}{\Gamma(\alpha)}\left(\int_{0}^{\infty} h_{c_{1,2} t}(z) e^{-t} t^{\alpha-1} d t\right) d z \tag{15}
\end{equation*}
$$

where $\alpha=c_{0,1} / c_{1,2}$ and

$$
h_{c_{1,2} t}(z):=\frac{1}{\pi c_{1,2} t} \exp \left(-\frac{|z|^{2}}{c_{1,2} t}\right) .
$$

A relationship between $\mathcal{H} L^{2}\left(\mathbb{C}, \gamma_{\alpha, c_{1,2}}\right)$ and Riesz potentials has been discussed in Ref. ${ }^{5}$ from the viewpoint of one-mode interacting Fock space approach.

Theorem 2.4. The Bessel kernel measure $\gamma_{\alpha, c_{1,2}}$ is rotation invariant on $\mathbb{R}^{2} \cong \mathbb{C}$.

Proof. Let $z=x_{1}+i x_{2} \in \mathbb{C}, x_{1}, x_{2} \in \mathbb{R}$ and $\boldsymbol{x}=\left(x_{1}, x_{2}\right)$. Since $|\boldsymbol{x}|=$ $\left|T^{-1} \boldsymbol{x}\right|$ for an orthogonal matrix $T,|z|=|\boldsymbol{x}|=\left|T^{-1} \boldsymbol{x}\right|$. Since $h_{c_{1,2} t}$ is rotation invariant on $\mathbb{R}^{2} \cong \mathbb{C}$ and Eq.(15) holds, the Bessel kernel measure $\gamma_{\alpha, c_{1,2}}$ is rotation invariant on $\mathbb{R}^{2} \cong \mathbb{C}$.

Our approach can cover the following examples. ${ }^{4,12,16-20}$
Example 2.2. For $c_{1,2}>0$ case, we have three examples of $\mu$ classified by the signs of $c_{1,1}^{2}-4 c_{1,2}$ :
(1) If $\mu$ is the Gamma distribution on $\mathbb{R}_{+}$, then $c_{1,1} \neq 0$ and $c_{1,1}^{2}=4 c_{1,2}$ are satisfied.
(2) If $\mu$ is the Pascal (Negative binomial) distribution on $\mathbb{N}_{0}=\{0\} \cup \mathbb{N}$, then $c_{1,1}^{2}>4 c_{1,2}$ is satisfied.
(3) If $\mu$ is the Meixner distribution on $\mathbb{R}$, then $c_{1,1}^{2}<4 c_{1,2}$.

The author derived the discriminant $c_{1,1}^{2}-4 c_{1,2}$ from the second order differential equation

$$
\left\{c_{1,2} \frac{d^{2}}{d z^{2}}+c_{1,1} \frac{d}{d z}+1\right\}\left(S_{\mu} E_{\lambda}(x, z)\right)(w)=0
$$

near $z=\infty$ in Eq.(2.10) on Ref. ${ }^{4}$ There are other relevant approaches in Remark 2.1, later. The reader can consult Table in Section 3 for explicit forms of distributions, Jacobi-Szegö parameters and $c_{0,0}, c_{0,1}, c_{1,1}, c_{1,2}$ and so on.

These examples have interesting features as follows.
(I) Suppose further that the Jacobi-Szegö parameters have the forms in Eqs.(8)(9) with $c_{0,1}=k=r=2 a$ and $c_{1,2}=1=q p^{-2}=(2 \sin \phi)^{-2}$ in Table of Section 3. That is, $p=\tau^{-1}, q=2-\tau$ and $\phi=\frac{1}{6} \pi, \frac{5}{6} \pi$, where $\tau$ represents the golden ratio,

$$
\tau=\frac{1+\sqrt{5}}{2}
$$

coming from a quadratic equation $\tau^{2}-\tau-1=0$. Then all of the classical Gamma, Pascal and Meixner random variables are simultaneously realized on the same space $\mathcal{H} L^{2}\left(\mathbb{C}, \gamma_{k, 1}\right)$ by Theorem 2.3. Moreover, it is easy to see that

$$
\left(c_{0,0}, c_{0,1}, c_{1,1}, c_{1,2}\right)=\left(\tau^{-1} k, k, 2 \tau-1,1\right)
$$

in Pascal case. Such a case could be considered as an equilibrium state in some sense. It is not clear whether the golden ratio $\tau$ provides other probabilistic meanings. To our best knowledge, there may not exist papers which have pointed out relationships among three examples above, $\tau$ and a Hilbert space of analytic $L^{2}$ functions, and so on.
(II) Let us point out that the Meixner distribution, ${ }^{17}$

$$
\begin{equation*}
\frac{(2 \sin \phi)^{2 a}}{2 \pi \Gamma(2 a)} e^{(2 \phi-\pi) x}|\Gamma(a+i x)|^{2}, a>0,0<\phi<\pi, x \in \mathbb{R} \tag{16}
\end{equation*}
$$

contains an interesting example with $a=1 / 2$ and $\phi=\pi / 2$. Since $\Gamma(1)=1$ and

$$
\left|\Gamma\left(\frac{1}{2}+i x\right)\right|^{2}=\frac{\pi}{\cosh (\pi x)}
$$

the probability density function in Eq.(16) with $a=1 / 2$ and $\phi=\pi / 2$ becomes

$$
\frac{1}{\pi}\left|\Gamma\left(\frac{1}{2}+i x\right)\right|^{2}=\frac{1}{\cosh (\pi x)}=\frac{2}{e^{\pi x}+e^{-\pi x}}
$$

This is called the distribution of the Lévy's stochastic area and a typical example of self-reciprocal functions just like a Gaussian distribution. See Ref. ${ }^{13,15,16,20,22}$ and references therein. Moreover, $\left(c_{0,1}, c_{1,2}\right)=\left(\frac{1}{4}, \frac{1}{4}\right)$ and $\left(c_{0,0}, c_{1,1}\right)=(0,0)$ in this case. Consult Table in Section 3.

Remark 2.1. Other several derivations of a discriminant $c_{1,1}^{2}-4 c_{1,2}$ are known as follows. In Ref., ${ }^{19}$ Meixner derived it from generating functions of exponential type. In Ref., ${ }^{20}$ Morris considered the natural exponential family of probability distributions with the variance being at most a quadratic function of the mean $\mu$,

$$
V(\mu)=v_{0}+v_{1} \mu+v_{2} \mu^{2}
$$

In Ref., ${ }^{16}$ Ismail-May examined essentially the following problem: when the left hand side of

$$
\exp \left(\lambda \int_{c}^{g(x)} \frac{t d t}{a t^{2}+b t+c}\right)=\int_{-\infty}^{\infty} e^{\lambda u x} C(\lambda, u) d u
$$

is given under certain conditions, what kinds of probability density functions $C(\lambda, u)$ can be obtained to construct approximation operators?. In Ref., ${ }^{18}$ Kubo applied the multiplicative renormalization method ${ }^{7-9}$ to the exponential family of generating functions,

$$
\varphi(t, x)=\frac{e^{\rho(t) x}}{E_{x}\left[e^{\rho(t) x}\right]},
$$

and showed that $\rho(t)$ satisfies a differential equation $\rho^{\prime}(t)=\left(\beta t^{2}+\gamma t+\right.$ $1)^{-1}$. In conclusion, each approach originates from different motivations and purposes, but the common key word among them is "quadratic".

## 3. Remark on $c_{1,2}<0$ and Table of Examples for $c_{1.2} \geq 0$.

In this section, we shall make a short remark on the case of $c_{1,2}<0$. Up to here, we have only considered the case of $c_{1,2} \geq 0$. However, there is an important example which does not satisfy $c_{1,2} \geq 0$. It is the case of the binomial distribution $B(N, p)$,

$$
\binom{N}{n} p^{n}(1-p)^{N-n}, 0<p<1, n=0,1,2, \cdots N
$$

It is known ${ }^{11,25}$ that the orthogonal polynomials associated with $B(N, p)$ are called the Krawtchouk polynomials with the Jacobi-Szegö parameters given by

$$
\begin{align*}
& \omega_{0}=1, \omega_{n}=n p(1-p)(N-(n-1)), \quad 1 \leq n \leq N  \tag{17}\\
& \alpha_{n}=N p+(1-2 p) n, \quad 0 \leq n \leq N \tag{18}
\end{align*}
$$

Hence, we can see $c_{1,2}=-p(1-p)<0$ for $p \in(0,1)$. Other quantities are $c_{0,1}=N p(1-p), c_{0,0}=N p$ and $c_{1,1}=1-2 p$. Since $\omega_{n} \equiv 0$ for $n \geq N+1$, an associated one-mode interacting Fock space is finite dimensional. All other cases under $c_{1,2} \geq 0$ are infinite dimensional. Hence, a corresponding measure $\widetilde{\mu}$ for $B(N, p)$ is different from either the Gaussian measure $h_{c_{0,1}}$ or Bessel kernel measure $\gamma_{\alpha, c_{1,2}}$. Due to these reasons, $B(N, p)$ is excluded from Table.

If taking limits as $p \rightarrow 0, N \rightarrow \infty$ under $N p=\lambda=$ const $>0$, then we get $c_{1,2} \rightarrow 0$ and

$$
\begin{aligned}
& \omega_{n}=n p(1-p)(N-(n-1)) \longrightarrow \lambda n \\
& \alpha_{n}=N p+(1-2 p) n \longrightarrow \lambda+n
\end{aligned}
$$

Then, the limit parameters $\lambda n$ and $\lambda+n$ of Eqs.(17)(18), respectively, are the Jacobi-Szegö parameters associated with the Charlier polynomials, which is the orthogonal polynomials with respect to the Poisson measure of a parameter $\lambda$ (See Table in Section 3). Correspondingly, the oscillator algebra discussed in Corollary A. 2 can be derived as a contraction of $\mathfrak{s u}(2)$ in Corollary A. 4 as $p \rightarrow 0, N \rightarrow \infty$ under $N p=\lambda>0$. This is a counterpart of the Poisson's law of small numbers in classical probability theory.

In the next page, we give a table for our convenience to make a comparison among various features related to Gaussian, Poisson, Gamma, Pascal (Negative binomial), Meixner distributions and corresponding $P_{n}, \omega_{n}, \alpha_{n}, E_{\lambda}(x, z)$ and others.

| $\mu$ | Gauss | Poisson | Gamma | Pascal | Meixner |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $I$ | $\mathbb{R}$ | $\mathbb{N}_{0}$ | $\mathbb{R}_{+}$ | $\mathbb{N}_{0}$ | $\mathbb{R}$ |
| $\mu$ on $I$ | $\frac{1}{\sqrt{2 \pi \sigma^{2}}} \exp \left(-\frac{(x-m)^{2}}{2 \sigma^{2}}\right)$ | $\frac{\lambda^{k}}{k!} e^{-\lambda}$ | $\frac{1}{\Gamma(k)} x^{k-1} e^{-x}$ | $p^{r} \frac{\Gamma(x+r)}{\Gamma(r) \Gamma(x+1)} q^{x}$ | $\frac{(2 \sin \phi)^{2 a}}{2 \pi \Gamma(2 a)} e^{(2 \phi-\pi) x}\|\Gamma(a+i x)\|^{2}$ |
| Parameters | $\sigma>0, m$ | $\lambda>0$ | $k>0$ | $r>0, p+q=1,0<p, q<1$ | $a>0,0<\phi<\pi$ |
| $P_{n}$ | Hermite | Charlier | Laguerre | Meixner | Meixner-Pollaczek |
| $\omega_{n}$ | $\sigma^{2} n$ | $\lambda n$ | $n(k+n-1)$ | $\frac{q}{p^{2}} n(r+n-1)$ | $\frac{n(2 a+n-1)}{(2 \sin \phi)^{2}}$ |
| $\left(c_{0,1}, c_{1,2}\right)$ | $\left(\sigma^{2}, 0\right)$ | $(\lambda, 0)$ | $(k, 1)$ | $\left(r \frac{q}{p^{2}}, \frac{q}{p^{2}}\right)$ | $\left(\frac{2 a}{(2 \sin \phi)^{2}}, \frac{1}{(2 \sin \phi)^{2}}\right)$ |
| $c_{0,1} / c_{1,2}$ | -- | -- | $k$ | $r$ | $2 a$ |
| $\lambda_{n}$ | $\sigma^{2 n} n$ ! | $\lambda^{n} n$ ! | $\frac{n!\Gamma(n+k)}{\Gamma(k)}$ | $\frac{q^{n} n!\Gamma(n+r)}{p^{2 n} \Gamma(r)}$ | $\frac{n!\Gamma(n+2 a)}{(2 \sin \phi)^{2 n} \Gamma(2 a)}$ |
| $\alpha_{n}$ | $m$ | $\lambda+n$ | $k+2 n$ | $\frac{1}{p}(q r+(1+q) n)$ | $\frac{a+n}{\tan \phi}$ |
| $\left(c_{0,0}, c_{1,1}\right)$ | $(m, 0)$ | $(\lambda, 1)$ | $(k, 2)$ | $\left(r \frac{q}{p}, \frac{1+q}{p}\right)$ | $\left(\frac{a}{\tan \phi}, \frac{1}{\tan \phi}\right)$ |
| $c_{1,1}^{2}-4 c_{1,2}$ | 0 | 1 | 0 | 1 | -1 |
| $E_{\lambda}(x, z)$ | $\exp \left(\frac{z}{\sigma^{2}}(x-m)-\frac{z^{2}}{2 \sigma^{2}}\right)$ | $e^{-z}\left(1+\frac{z}{\lambda}\right)^{x}$ | $(1+z)^{-k} e^{\frac{z}{1+z} x}$ | $(1+z)^{x}(1+q z)^{-(x+r)}$ | See * |
| $\widetilde{\mu}$ on $\mathbb{C}$ | Gauss | Gauss | Bessel | Bessel | Bessel |

Note: * See formulas in Theorem 2 (iv) in Ref. ${ }^{18}$ with replacing $a, \beta, b, \gamma$ by $c_{0,1}, c_{1,2}, c_{0,0}, c_{1,1}$ for $\mu$ being the Meixner case, respectively. The Meixner distribution with $a=1 / 2, \phi=\pi / 2$ is given by Eq. (2.2). To calculate $P_{n}, \omega_{n}, \alpha_{n}$ and $E_{\lambda}(x, z)$, we can apply the multiplicative renormalization method proposed in Ref. ${ }^{7-9}$

## Appendix A.

## 4. Connections with Lie algebras.

Let us examine operators $B^{-}, B^{+}, B^{\circ}$ from the algebraic point of view. ${ }^{3,12,21}$ Suppose that $\beta=c_{0,1} I+2 c_{1,2} b^{*} b$. By direct computations, one can derive the following results.

Theorem A.1. (1) $B^{-}, B^{+}, B^{\circ}, \beta$ generate a Lie algebra $\mathfrak{g}_{1}$ satisfying the relations,

$$
\begin{aligned}
{\left[B^{-}, B^{+}\right] } & =\beta \\
{\left[\beta, B^{-}\right] } & =-2 c_{1,2} B^{-},\left[\beta, B^{+}\right]=2 c_{1,2} B^{+} \\
{\left[B^{\circ}, B^{-}\right] } & =-c_{1,1} B^{-},\left[B^{\circ}, B^{+}\right]=c_{1,1} B^{+}
\end{aligned}
$$

(2) $B^{-}, B^{+}, \beta$ generate a Lie subalgebra $\mathfrak{g}_{2}$ of $\mathfrak{g}_{1}$ satisfying the following commutation relations,

$$
\begin{aligned}
{\left[B^{-}, B^{+}\right] } & =\beta \\
{\left[\beta, B^{-}\right] } & =-2 c_{1,2} B^{-},\left[\beta, B^{+}\right]=2 c_{1,2} B^{+}
\end{aligned}
$$

(3)

$$
\mathfrak{g}_{1}=\mathfrak{h} \oplus \mathfrak{g}_{2}
$$

where $\mathfrak{h}$ is the center of $\mathfrak{g}_{1}$.
Remark 4.1. One of referees brings an early paper by P. Feinsilver ${ }^{12}$ to our attention. $B^{-}=L, B^{+}=R, B^{\circ}=N, \beta=\rho, b=V, b^{*}=R$ and $c_{0,0}=a_{0}, c_{0,1}=c, c_{1,1}=a, c_{1,2}=b$ are the correspondences between our and his notations, respectively. Our derivation of these operators is slightly different from him. Moreover, our original motivation is to realize different kinds of classical random variables by $B^{-}, B^{+}, B^{\circ}, b, b^{*}$ acting on the same Hilbert space of analytic $L^{2}$-functions with respect to a probability measure on $\mathbb{C}$. For this purpose, we have clarified in Ref. ${ }^{4,6}$ that $S_{\mu}$ defined in Section 2 plays important roles. See Section 2 and our papers ${ }^{4,6}$ for details.

By Theorem A.1, we get related Lie algebras with $h_{c_{0,1}}$ as follows. See also Ref. ${ }^{12}$

Corollary A.1. Suppose that $c_{1,1}=c_{1,2}=0$. Then $\mathfrak{g}_{1}=\mathfrak{g}_{2}$ holds and is isomorphic to the Heisenberg-Weyl algebra. In fact, we have

$$
\begin{array}{rlrl}
{\left[B^{-}, B^{+}\right]} & =c_{0,1} I=\beta \\
{\left[\beta, B^{-}\right]} & =0, & {\left[\beta, B^{+}\right]=0} \\
{\left[B^{\circ}, B^{-}\right]} & =0, & {\left[B^{\circ}, B^{+}\right]=0}
\end{array}
$$

Corollary A.2. Suppose that $c_{1,2}=0$, but $c_{1,1} \neq 0$. Then $\mathfrak{g}_{1}$ is isomorphic to the oscillator algebra and $\mathfrak{g}_{2}$ is isomorphic to the Heisenberg-Weyl algebra. In fact, we have

$$
\begin{array}{rlrl}
{\left[B^{-}, B^{+}\right]} & =c_{0,1} I=\beta, & \\
{\left[\beta, B^{-}\right]} & =0, & {\left[\beta, B^{*}\right]} & =0, \\
{\left[A^{\circ}, B^{-}\right]} & =-B^{-}, & {\left[A^{\circ}, B^{+}\right]} & =B^{+},
\end{array}
$$

where $A^{\circ}=\frac{B^{\circ}}{c_{1,1}}$.
From Theorem A.1, we get associated Lie algebras with $\gamma_{\alpha, c_{1,2}}$ as follows.
Corollary A.3. If $c_{1,2}>0$, then we have

$$
\begin{aligned}
{\left[A^{-}, A^{+}\right] } & =2 \widetilde{\beta} \\
{\left[\widetilde{\beta}, A^{-}\right] } & =-A^{-},\left[\widetilde{\beta}, A^{+}\right]=A^{+}
\end{aligned}
$$

where $A^{-}=\frac{B^{-}}{\sqrt{c_{1,2}}}, A^{+}=\frac{B^{+}}{\sqrt{c_{1,2}}}$ and $\widetilde{\beta}=\frac{\beta}{2 c_{1,2}}$. That is, $\mathfrak{g}_{2}$ is isomorphic to $\mathfrak{s l}(2, \mathbb{R})$ or $\mathfrak{s u}(1,1)$ or $\mathfrak{s o}(2,1)$.

By Theorem A.1, we obtain
Corollary A.4. Assume $c_{1,2}<0$. Then we have

$$
\begin{aligned}
{\left[A^{-}, A^{+}\right] } & =-2 \widetilde{\beta}, \\
{\left[\widetilde{\beta}, A^{-}\right] } & =-A^{-},\left[\widetilde{\beta}, A^{+}\right]=A^{+}
\end{aligned}
$$

where $A^{-}=\frac{B^{-}}{\sqrt{-c_{1,2}}}, A^{+}=\frac{B^{+}}{\sqrt{-c_{1,2}}}$ and $\widetilde{\beta}=-\frac{\beta}{2 c_{1,2}}$. That is, $\mathfrak{g}_{2}$ is isomorphic to $\mathfrak{s u}(2)$.
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#### Abstract

When a quantum system is monitored in continuous time, the result of the measurement is a stochastic process. When the output process is stationary, at least in the long run, the spectrum of the process can be introduced and its properties studied. A typical continuous measurement for quantum optical systems is the so called homodyne detection. In this paper we show how the Heisenberg uncertainty relations give rise to characteristic bounds on the possible homodyne spectra and we discuss how this is related to the typical quantum phenomenon of squeezing.
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## 1. Quantum continuous measurements

A big achievement in the 70 's- 80 's was to show that, inside the axiomatic formulation of quantum mechanics, based on positive operator valued measures and instruments, ${ }^{1,2}$ a consistent formulation of the theory of measurements continuous in time (quantum continuous measurements) was possible. ${ }^{2-8}$ The main applications of quantum continuous measurements are in the photon detection theory in quantum optics (direct, heterodyne, homodyne detection). ${ }^{9-15} \mathrm{~A}$ very flexible and powerful formulation of continuous measurement theory was based on stochastic differential equations, of classical type (commuting noises, Itô calculus) and of quantum type (non commuting noises, Hudson-Parthasarathy equation). ${ }^{5-16}$

In this paper we start by giving a short presentation of continuous measurement theory based on quantum SDE's. We consider only the type of observables relevant for the description of homodyne detection and we make
the mathematical simplification of introducing only bounded operators on the Hilbert space of the quantum system and a finite number of noises. Then, we introduce the spectrum of the classical stochastic process which represents the output and we study the general properties of the spectra of such classical processes by proving characteristic bounds due to the Heisenberg uncertainty principle. Finally, we present the case of a two-level atom, where the spectral analysis of the output can reveal the phenomenon of squeezing of the fluorescence light, a phenomenon related to the Heisenberg uncertainty relations.

### 1.1. Hudson Parthasarathy equation

Let $\mathcal{H}$ be the system space, the complex separable Hilbert space associated to the observed quantum system, which we call system $S$. Quantum stochastic calculus and the Hudson-Parthasarathy equation ${ }^{17}$ allow to represent the continuous measurement process as an interaction of system $S$ with some quantum fields combined with an observation in continuous time of these fields. Let us start by introducing such fields. We denote by $\Gamma$ the Hilbert space associated with $d$ boson fields, that is the symmetric Fock space over the "one-particle space" $L^{2}\left(\mathbb{R}_{+}\right) \otimes \mathbb{C}^{d} \simeq$ $L^{2}\left(\mathbb{R}_{+} ; \mathbb{C}^{d}\right)$, and we denote by $e(f), f \in L^{2}\left(\mathbb{R}_{+} ; \mathbb{C}^{d}\right)$, the coherent vectors, whose components in the $0,1, \ldots, n, \ldots$ particle spaces are $e(f):=\exp \left(-\frac{1}{2}\|f\|^{2}\right)\left(1, f,(2!)^{-1 / 2} f \otimes f, \ldots,(n!)^{-1 / 2} f^{\otimes n}, \ldots\right)$.

Let $\left\{z_{k}, k \geq 1\right\}$ be the canonical basis in $\mathbb{C}^{d}$ and for any $f \in L^{2}\left(\mathbb{R}_{+} ; \mathbb{C}^{d}\right)$ let us set $f_{k}(t):=\left\langle z_{k} \mid f(t)\right\rangle$. We denote by $A_{k}(t), A_{k}^{\dagger}(t), \Lambda_{k l}(t)$ the annihilation, creation and conservation processes:

$$
\begin{gathered}
A_{k}(t) e(f)=\int_{0}^{t} f_{k}(s) \mathrm{d} s e(f) \\
\left\langle e(g) \mid A_{k}^{\dagger}(t) e(f)\right\rangle=\int_{0}^{t} \overline{g_{k}(s)} \mathrm{d} s\langle e(g) \mid e(f)\rangle \\
\left\langle e(g) \mid \Lambda_{k l}(t) e(f)\right\rangle=\int_{0}^{t} \overline{g_{k}(s)} f_{l}(s) \mathrm{d} s\langle e(g) \mid e(f)\rangle .
\end{gathered}
$$

The annihilation and creation processes satisfy the canonical commutation rules $(\mathrm{CCR})$; formally, $\left[A_{k}(t), A_{l}^{\dagger}(s)\right]=t \wedge s,\left[A_{k}(t), A_{l}(s)\right]=0$, $\left[A_{k}^{\dagger}(t), A_{l}^{\dagger}(s)\right]=0$.

Let $H, R_{k}, S_{k l}, k, l=1, \ldots, d$, be bounded operators on $\mathcal{H}$ such that $H^{*}=H$ and $\sum_{j} S_{j k}^{*} S_{j l}=\sum_{j} S_{k j} S_{l j}^{*}=\delta_{k l}$. We set also $K:=-\mathrm{i} H-$
$\frac{1}{2} \sum_{k} R_{k}^{*} R_{k}$. Then, the quantum stochastic differential equation ${ }^{17}$

$$
\begin{align*}
\mathrm{d} U(t)=\left\{\sum_{k} R_{k} \mathrm{~d} A_{k}^{\dagger}(t)+\sum_{k l}\left(S_{k l}\right.\right. & \left.-\delta_{k l}\right) \mathrm{d} \Lambda_{k l}(t) \\
& \left.-\sum_{k l} R_{k}^{*} S_{k l} \mathrm{~d} A_{l}(t)+K \mathrm{~d} t\right\} U(t) \tag{1}
\end{align*}
$$

with the initial condition $U(0)=\mathbb{1}$, has a unique solution, which is a strongly continuous family of unitary operators on $\mathcal{H} \otimes \Gamma$, representing the system-field dynamics in the interaction picture with respect to the free field evolution. ${ }^{18}$

### 1.2. The reduced dynamics of the system

The states of a quantum system are represented by statistical operators, positive trace-class operators with trace one; let us denote by $\mathcal{S}(\mathcal{H})$ the set of statistical operators on $\mathcal{H}$. For every composed state $\sigma$ in $\mathcal{S}(\mathcal{H} \otimes \Gamma)$, the partial trace $\operatorname{Tr}_{\Gamma}$ (resp. $\operatorname{Tr}_{\mathcal{H}}$ ) with respect to the field (resp. system) Hilbert space gives the reduced system (resp. field) state $\operatorname{Tr}_{\Gamma} \sigma$ in $\mathcal{S}(\mathcal{H})$ (resp. $\operatorname{Tr}_{\mathcal{H}} \sigma$ in $\mathcal{S}(\Gamma)$ ). As initial state of the composed system "system $S$ plus fields" we take $\rho \otimes \varrho_{\Gamma}(f) \in \mathcal{S}(\mathcal{H} \otimes \Gamma)$, where $\rho \in \mathcal{S}(\mathcal{H})$ is generic and $\varrho_{\Gamma}(f)$ is a coherent state, $\varrho_{\Gamma}(f):=|e(f)\rangle\langle e(f)|$. One of the main properties of the Hudson-Parthasarathy equation is that, with such an initial state, the reduced dynamics of system $S$ obeys a quantum master equation. ${ }^{16,17}$ Indeed, we get

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \eta_{t}=\mathcal{L}(t)\left[\eta_{t}\right], \quad \eta_{t}:=\operatorname{Tr}_{\Gamma}\left\{U(t)\left(\rho \otimes \varrho_{\Gamma}(f)\right) U(t)^{*}\right\} \tag{2}
\end{equation*}
$$

where the Liouville operator $\mathcal{L}(t)$ turns out to be given by

$$
\begin{align*}
\mathcal{L}(t)[\rho] & =\left(K-\sum_{k l} R_{k}^{*} S_{k l} f_{l}(t)\right) \rho+\rho\left(K^{*}-\sum_{k j} \overline{f_{j}(t)} S_{k j}^{*} R_{k}\right) \\
& +\sum_{k}\left(R_{k}-\sum_{l} S_{k l} f_{l}(t)\right) \rho\left(R_{k}^{*}-\sum_{l} S_{k l}^{*} \overline{f_{l}(t)}\right)-\|f(t)\|^{2} \rho \tag{3}
\end{align*}
$$

A particularly important case is $S_{k l}=\delta_{k l}$, when $\mathcal{L}(t)$ reduces to

$$
\begin{align*}
\mathcal{L}(t)[\rho]=-\mathrm{i}\left[H-\mathrm{i} \sum_{k} f_{k}(t)\right. & \left.R_{k}^{*}+\mathrm{i} \sum_{k} \overline{f_{k}(t)} R_{k}, \rho\right] \\
& +\sum_{k}\left(R_{k} \rho R_{k}^{*}-\frac{1}{2} R_{k}^{*} R_{k} \rho-\frac{1}{2} \rho R_{k}^{*} R_{k}\right) \tag{4}
\end{align*}
$$

It is useful to introduce also the evolution operator from $s$ to $t$ by

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \Upsilon(t, s)=\mathcal{L}(t) \circ \Upsilon(t, s), \quad \Upsilon(s, s)=\mathbb{1} \tag{5}
\end{equation*}
$$

With this notation we have $\eta_{t}=\Upsilon(t, 0)[\rho]$.

### 1.3. The field observables

The key point of the theory of continuous measurements is to consider field observables represented by time dependent, commuting families of selfadjoint operators in the Heisenberg picture. ${ }^{16}$ Being commuting at different times, these observables represent outputs produced at different times which can be obtained in the same experiment. Here we present a very special case of family of observables, a field quadrature. Let us start by introducing the operators

$$
\begin{equation*}
Q(t ; \vartheta, \nu)=\int_{0}^{t} \mathrm{e}^{-\mathrm{i}(\nu s+\vartheta)} \mathrm{d} A_{1}^{\dagger}(s)+\int_{0}^{t} \mathrm{e}^{\mathrm{i}(\nu s+\vartheta)} \mathrm{d} A_{1}(s), \quad t \geq 0 ; \tag{6}
\end{equation*}
$$

$\vartheta \in(-\pi, \pi]$ and $\nu>0$ are fixed. The operators $Q(t ; \vartheta, \nu)$ are selfadjoint (they are essentially selfadjoint on the linear span of the exponential vectors). By using CCR's, one can check that they commute: $[Q(t ; \vartheta, \nu), Q(s ; \vartheta, \nu)]=0$ (better: the unitary groups generated by $Q(t ; \vartheta, \nu)$ and $Q(s ; \vartheta, \nu)$ commute). The operators (6) have to be interpreted as linear combinations of the formal increments $\mathrm{d} A_{1}^{\dagger}(s), \mathrm{d} A_{1}(s)$ which represent field operators evolving with the free-field dynamics; therefore, they have to be intended as operators in the interaction picture. The important point is that these operators commute for different times also in the Heisenberg picture, because

$$
\begin{equation*}
Q^{\text {out }}(t ; \vartheta, \nu):=U(t)^{*} Q(t ; \vartheta, \nu) U(t)=U(T)^{*} Q(t ; \vartheta, \nu) U(T), \quad \forall T \geq t \tag{7}
\end{equation*}
$$

this is due to the factorization properties of the Fock space and to the properties of the solution of the Hudson-Parthasarathy equation. These "output" quadratures are our observables. They regard those bosons in "field 1 " which eventually have interacted with $S$ between time 0 and time
$t$. Commuting selfadjoint operators can be jointly diagonalized and the usual postulates of quantum mechanics give the probabilities for the joint measurement of the observables represented by the selfadjoint operators $Q^{\text {out }}(t ; \vartheta, \nu), t \geq 0$. Let us stress that operators of type (6) with different angles and frequencies represent incompatible observables, because they do not commute but satisfy

$$
[Q(t ; \theta, \nu), Q(s ; \phi, \mu)]=\frac{4 i \sin \left(\frac{t \wedge s}{2}(\nu-\mu)\right) \sin \left(\theta-\phi+\frac{t \wedge s}{2}(\nu-\mu)\right)}{\nu-\mu}
$$

When "field 1" represents the electromagnetic field, a physical realization of a measurement of the observables (7) is implemented by what is called an heterodyne/homodyne scheme. The light emitted by the system in the "channel 1" interferes with an intense coherent monochromatic laser beam of frequency $\nu$. The mathematical description of the apparatus is given in Section 3.5 of Ref. 16.

### 1.4. Characteristic operator, probabilities and moments

The commuting selfadjoint operators (6) have a joint pvm (projection valued measure) which gives the distribution of probability for the measurement. Anyway, at least the finite-dimensional distributions of the output can be obtained via an explicit and easier object, the characteristic operator $\widehat{\Phi}_{t}(k ; \vartheta, \nu)$, a kind of Fourier transform of this pvm. For any real test function $k \in L^{\infty}\left(\mathbb{R}_{+}\right)$and any time $t>0$ we define the unitary Weyl operator

$$
\begin{align*}
& \widehat{\Phi}_{t}(k ; \vartheta, \nu)=\exp \left\{\mathrm{i} \int_{0}^{t} k(s) \mathrm{d} Q(s ; \vartheta, \nu)\right\} \\
& \quad=\exp \left\{\mathrm{i} \int_{0}^{t} k(s) \mathrm{e}^{-\mathrm{i}(\nu s+\vartheta)} \mathrm{d} A_{1}^{\dagger}(s)+\mathrm{i} \int_{0}^{t} k(s) \mathrm{e}^{\mathrm{i}(\nu s+\vartheta)} \mathrm{d} A_{1}(s)\right\} \tag{8}
\end{align*}
$$

Then, there exists a measurable space $(\Omega, \mathcal{F})$, a pvm $\xi_{\vartheta}^{\nu}$ (acting on $\Gamma$ ) with value space $(\Omega, \mathcal{F})$, a family of real valued measurable functions $\{X(t ; \cdot), t \geq 0\}$ on $\Omega$, such that $X(0 ; \omega)=0$, and, for any choice of $n$, $0=t_{0}<t_{1}<\cdots<t_{n} \leq t, \kappa_{j} \in \mathbb{R}$,

$$
\begin{align*}
\widehat{\Phi}_{t}(k ; \vartheta, \nu)=\exp & \left\{\mathrm{i} \sum_{j=1}^{n} \kappa_{j}\left[Q\left(t_{j} ; \vartheta, \nu\right)-Q\left(t_{j-1} ; \vartheta, \nu\right)\right]\right\} \\
& =\int_{\Omega} \exp \left\{\mathrm{i} \sum_{j=1}^{n} \kappa_{j}\left[X\left(t_{j} ; \omega\right)-X\left(t_{j-1} ; \omega\right)\right]\right\} \xi_{\vartheta}^{\nu}(\mathrm{d} \omega) \tag{9}
\end{align*}
$$

where $k(s)=\sum_{j=1}^{n} 1_{\left(t_{j-1}, t_{j}\right)}(s) \kappa_{j}$. Let us stress that the pvm depends on the observables and, so, on the parameters $\vartheta$ and $\nu$, while the choices of the trajectory space (the measurable space $(\Omega, \mathcal{F}))$ and of the process $X(t)$ are independent of $\vartheta$ and $\nu$.

Then, we introduce the characteristic functional

$$
\begin{align*}
& \Phi_{t}(k ; \vartheta, \nu)=\operatorname{Tr}\left\{\exp \left\{\mathrm{i} \int_{0}^{t} k(s) \mathrm{d} Q^{\text {out }}(s ; \vartheta, \nu)\right\} \rho \otimes \varrho_{\Gamma}(f)\right\} \\
&=\operatorname{Tr}\left\{\widehat{\Phi}_{t}(k ; \vartheta, \nu) U(t)(\rho \otimes \eta(f)) U(t)^{*}\right\} \tag{10}
\end{align*}
$$

All the finite-dimensional probabilities of the increments of the process $X(t)$ are determined by

$$
\begin{align*}
\Phi_{t}(k ; \vartheta, \nu)= & \int_{\mathbb{R}^{n}}\left(\prod_{j=1}^{n} \mathrm{e}^{\mathrm{i} \kappa_{j} \cdot x_{j}}\right) \\
& \times \mathbb{P}_{\rho}^{\vartheta, \nu}\left[\Delta X\left(t_{0}, t_{1}\right) \in \mathrm{d} x_{1}, \ldots, \Delta X\left(t_{n-1}, t_{n}\right) \in \mathrm{d} x_{n}\right] \tag{11}
\end{align*}
$$

where we have introduced the test function $k(s)=\sum_{j=1}^{n} 1_{\left(t_{j-1}, t_{j}\right)}(s) \kappa_{j}$, with $0=t_{0}<t_{1}<\cdots<t_{n} \leq t, \kappa_{j} \in \mathbb{R}$.

The fact that the theory gives in a simple direct way the distribution for the increments of the process $X(t)$, rather than its finite-dimensional distributions, is related also to the interpretation: the output $X(t)$ actually is obtained by a continuous observation of the generalized process $I(t)=$ $\mathrm{d} X(t) / \mathrm{d} t$ followed by post-measurement processing.

Starting from the characteristic functional it is possible to obtain the moments of the output process $I(t)$ and to express them by means of quantities concerning only system $S .{ }^{16}$ Let us denote by $\mathbb{E}_{\rho}^{\vartheta, \nu}$ the expectation with respect to $\mathbb{P}_{\rho}^{\vartheta, \nu}$; for the first two moments we obtain the expressions

$$
\begin{gather*}
\mathbb{E}_{\rho}^{\vartheta, \nu}[I(t)]=\operatorname{Tr}\left\{\left(Z(t)+Z(t)^{*}\right) \eta_{t}\right\}  \tag{12a}\\
\mathbb{E}_{\rho}^{\vartheta, \nu}[I(t) I(s)]=\delta(t-s) \\
+\operatorname{Tr}\left\{\left(Z\left(t_{2}\right)+Z\left(t_{2}\right)^{*}\right) \Upsilon\left(t_{2}, t_{1}\right)\left[Z\left(t_{1}\right) \eta_{t_{1}}+\eta_{t_{1}} Z\left(t_{1}\right)^{*}\right]\right\} \tag{12b}
\end{gather*}
$$

where $t_{1}=t \wedge s, t_{2}=t \vee s$ and

$$
\begin{equation*}
Z(t):=\mathrm{e}^{\mathrm{i}(\nu t+\vartheta)}\left(R_{1}+\sum_{k} S_{1 k} f_{k}(t)\right) \tag{12c}
\end{equation*}
$$

## 2. The spectrum of the output

### 2.1. The spectrum of a stationary process

In the classical theory of stochastic processes, the spectrum is related to the Fourier transform of the autocorrelation function. Let $Y$ be a stationary real stochastic process with finite moments; then, the mean is independent of time $\mathbb{E}[Y(t)]=\mathbb{E}[Y(0)]=: m_{Y}, \forall t \in \mathbb{R}$, and the second moment is invariant under time translations

$$
\begin{equation*}
\mathbb{E}[Y(t) Y(s)]=\mathbb{E}[Y(t-s) Y(0)]=: R_{Y}(t-s), \quad \forall t, s \in \mathbb{R} \tag{13}
\end{equation*}
$$

The function $R_{Y}(\tau), \tau \in \mathbb{R}$, is called the autocorrelation function of the process. Obviously, we have $\operatorname{Cov}[Y(t), Y(s)]=R_{Y}(t-s)-m_{Y}^{2}$.

The spectrum of the stationary stochastic process $Y$ is the Fourier transform of its autocorrelation function:

$$
\begin{equation*}
S_{Y}(\mu):=\int_{-\infty}^{+\infty} \mathrm{e}^{\mathrm{i} \mu \tau} R_{Y}(\tau) \mathrm{d} \tau \tag{14}
\end{equation*}
$$

This formula has to be intended in the sense of distributions. If $\operatorname{Cov}[Y(\tau), Y(0)] \in L^{1}(\mathbb{R})$, we can write

$$
\begin{equation*}
S_{Y}(\mu):=2 \pi m_{Y}^{2} \delta(\mu)+\int_{-\infty}^{+\infty} \mathrm{e}^{\mathrm{i} \mu \tau} \operatorname{Cov}[Y(\tau), Y(0)] \mathrm{d} \tau \tag{15}
\end{equation*}
$$

By the properties of the covariance, the function $\operatorname{Cov}[Y(\tau), Y(0)]$ is positive definite and, by the properties of positive definite functions, this implies $\int_{-\infty}^{+\infty} \mathrm{e}^{\mathrm{i} \mu \tau} \operatorname{Cov}[Y(\tau), Y(0)] \mathrm{d} \tau \geq 0 ;$ then, also $S_{Y}(\mu) \geq 0$.

By using the stationarity and some tricks on multiple integrals, one can check that an alternative expression of the spectrum is

$$
\begin{equation*}
S_{Y}(\mu)=\lim _{T \rightarrow+\infty} \frac{1}{T} \mathbb{E}\left[\left|\int_{0}^{T} \mathrm{e}^{\mathrm{i} \mu t} Y(t) \mathrm{d} t\right|^{2}\right] \tag{16}
\end{equation*}
$$

The advantage now is that positivity appears explicitly and only positive times are involved. Expression (16) can be generalized also to processes which are stationary only in some asymptotic sense and to singular processes as our $I(t)$.

### 2.2. The spectrum of the output in a finite time horizon

Let us consider our output $I(t)=\mathrm{d} X(t) / \mathrm{d} t$ under the physical probability $\mathbb{P}_{\rho}^{\vartheta, \nu}$. We call "spectrum up to time $T$ " of $I(t)$ the quantity

$$
\begin{equation*}
S_{T}(\mu ; \vartheta, \nu)=\frac{1}{T} \mathbb{E}_{\rho}^{\vartheta, \nu}\left[\left|\int_{0}^{T} \mathrm{e}^{\mathrm{i} \mu t} \mathrm{~d} X(t)\right|^{2}\right] \tag{17}
\end{equation*}
$$

When the limit $T \rightarrow+\infty$ exists, we can speak of spectrum of the output, but this existence depends on the specific properties of the concrete model.

By writing the second moment defining the spectrum as the square of the mean plus the variance, the spectrum splits in an elastic or coherent part and in an inelastic or incoherent one:

$$
\begin{gather*}
S_{T}(\mu ; \vartheta, \nu)=S_{T}^{\mathrm{el}}(\mu ; \vartheta, \nu)+S_{T}^{\mathrm{inel}}(\mu ; \vartheta, \nu)  \tag{18}\\
S_{T}^{\mathrm{el}}(\mu ; \vartheta, \nu)=\frac{1}{T}\left|\mathbb{E}_{\rho}^{\vartheta, \nu}\left[\int_{0}^{T} \mathrm{e}^{\mathrm{i} \mu t} \mathrm{~d} X(t)\right]\right|^{2}  \tag{19}\\
S_{T}^{\mathrm{inel}}(\mu ; \vartheta, \nu)=\frac{1}{T} \operatorname{Var}_{\rho}^{\vartheta, \nu}\left[\int_{0}^{T} \cos \mu t \mathrm{~d} X(t)\right] \\
+\frac{1}{T} \operatorname{Var}_{\rho}^{\vartheta, \nu}\left[\int_{0}^{T} \sin \mu t \mathrm{~d} X(t)\right] \tag{20}
\end{gather*}
$$

Let us note that

$$
\begin{equation*}
S_{T}^{\mathrm{el}}(\mu ; \vartheta, \nu)=S_{T}^{\mathrm{el}}(-\mu ; \vartheta, \nu), \quad S_{T}^{\mathrm{inel}}(\mu ; \vartheta, \nu)=S_{T}^{\mathrm{inel}}(-\mu ; \vartheta, \nu) \tag{21}
\end{equation*}
$$

By using the expressions (12) for the first two moments we get the spectrum in a form which involves only system operators:

$$
\begin{gather*}
S_{T}^{\mathrm{el}}(\mu ; \vartheta, \nu)=\frac{1}{T}\left|\int_{0}^{T} \mathrm{e}^{\mathrm{i} \mu t} \operatorname{Tr}\left\{\left(Z(t)+Z(t)^{*}\right) \eta_{t}\right\} \mathrm{d} t\right|^{2}  \tag{22a}\\
S_{T}^{\mathrm{inel}}(\mu ; \vartheta, \nu)=1+\frac{2}{T} \int_{0}^{T} \mathrm{~d} t \int_{0}^{t} \mathrm{~d} s \cos \mu(t-s) \\
\times \operatorname{Tr}\left\{\left(\tilde{Z}(t)+\tilde{Z}(t)^{*}\right) \Upsilon(t, s)\left[\tilde{Z}(s) \eta_{s}+\eta_{s} \tilde{Z}(s)^{*}\right]\right\}  \tag{22b}\\
\tilde{Z}(t)=Z(t)-\operatorname{Tr}\left\{Z(t) \eta_{t}\right\} \tag{22c}
\end{gather*}
$$

### 2.3. Properties of the spectrum and the Heisenberg uncertainty relations

Equations (22) give the spectrum in terms of the reduced description of system $S$ (the fields are traced out); this is useful for concrete computations. But the general properties of the spectrum are more easily obtained by working with the fields; so, here we trace out first system $S$. Let us define the reduced field state

$$
\begin{equation*}
\Pi_{T}(f):=\operatorname{Tr}_{\mathcal{H}}\left\{U(T)\left(\rho \otimes \varrho_{\Gamma}(f)\right) U(T)^{*}\right\} \tag{23}
\end{equation*}
$$

and the field operators

$$
\begin{gather*}
Q_{T}(\mu ; \vartheta, \nu)=\frac{1}{\sqrt{T}} \int_{0}^{T} \mathrm{e}^{\mathrm{i} \mu t} \mathrm{~d} Q(t ; \vartheta, \nu)  \tag{24a}\\
\tilde{Q}_{T}(\mu ; \vartheta, \nu)=Q_{T}(\mu ; \vartheta, \nu)-\operatorname{Tr}\left\{\Pi_{T}(f) Q_{T}(\mu ; \vartheta, \nu)\right\} \tag{24b}
\end{gather*}
$$

Let us stress that $Q_{T}(\mu ; \vartheta, \nu)$ commutes with its adjoint and that $Q_{T}(\mu ; \vartheta, \nu)^{*}=Q_{T}(-\mu ; \vartheta, \nu)$. By using Eqs. (10) and (11) and taking first the trace over $\mathcal{H}$, we get

$$
\begin{gather*}
S_{T}(\mu ; \vartheta, \nu)=\operatorname{Tr}\left\{\Pi_{T}(f) Q_{T}(\mu ; \vartheta, \nu)^{*} Q_{T}(\mu ; \vartheta, \nu)\right\} \geq 0,  \tag{25a}\\
S_{T}^{\mathrm{el}}(\mu ; \vartheta, \nu)=\left|\operatorname{Tr}\left\{\Pi_{T}(f) Q_{T}(\mu ; \vartheta, \nu)\right\}\right|^{2} \geq 0  \tag{25b}\\
S_{T}^{\mathrm{inel}}(\mu ; \vartheta, \nu)=\operatorname{Tr}\left\{\Pi_{T}(f) \tilde{Q}_{T}(\mu ; \vartheta, \nu)^{*} \tilde{Q}_{T}(\mu ; \vartheta, \nu)\right\} \geq 0 \tag{25c}
\end{gather*}
$$

To elaborate the previous expressions it is useful to introduce annihilation and creation operators for bosonic modes, which are only approximately orthogonal for finite $T$ :

$$
\begin{gather*}
a_{T}(\omega):=\frac{1}{\sqrt{T}} \int_{0}^{T} \mathrm{e}^{\mathrm{i} \omega t} \mathrm{~d} A_{1}(t)=\frac{\mathrm{e}^{\frac{\mathrm{i}}{2} \omega T}}{\sqrt{T}} \int_{-\frac{T}{2}}^{\frac{T}{2}} \mathrm{e}^{\mathrm{i} \omega t} \mathrm{~d} A_{1}(t+T / 2),  \tag{26a}\\
{\left[a_{T}(\omega), a_{T}\left(\omega^{\prime}\right)\right]=\left[a_{T}^{\dagger}(\omega), a_{T}^{\dagger}\left(\omega^{\prime}\right)\right]=0}  \tag{26b}\\
{\left[a_{T}(\omega), a_{T}^{\dagger}\left(\omega^{\prime}\right)\right]= \begin{cases}1 & \text { for } \omega^{\prime}=\omega \\
\frac{\mathrm{e}^{\mathrm{i}\left(\omega-\omega^{\prime}\right) T}-1}{\mathrm{i}\left(\omega-\omega^{\prime}\right) T} & \text { for } \omega^{\prime} \neq \omega\end{cases} } \tag{26c}
\end{gather*}
$$

Then, we have easily

$$
\begin{equation*}
Q_{T}(\mu ; \vartheta, \nu)=\mathrm{e}^{\mathrm{i} \vartheta} a_{T}(\nu+\mu)+\mathrm{e}^{-\mathrm{i} \vartheta} a_{T}^{\dagger}(\nu-\mu) \tag{27}
\end{equation*}
$$

$$
\begin{align*}
& S_{T}(\mu ; \vartheta, \nu)=1+\operatorname{Tr}\left\{\Pi _ { T } ( f ) \left(a_{T}^{\dagger}(\nu+\mu) a_{T}(\nu+\mu)+a_{T}^{\dagger}(\nu-\mu) a_{T}(\nu-\mu)\right.\right. \\
& \left.\left.\quad+\mathrm{e}^{-2 \mathrm{i} \vartheta} a_{T}^{\dagger}(\nu+\mu) a_{T}^{\dagger}(\nu-\mu)+\mathrm{e}^{2 \mathrm{i} \vartheta} a_{T}(\nu-\mu) a_{T}(\nu+\mu)\right)\right\}, \quad(28 \mathrm{a}) \tag{28a}
\end{align*}
$$

$$
\begin{equation*}
S_{T}^{\mathrm{el}}(\mu ; \vartheta, \nu)=\left|\mathrm{e}^{\mathrm{i} \vartheta} \operatorname{Tr}\left\{\Pi_{T}(f) a_{T}(\nu+\mu)\right\}+\mathrm{e}^{-\mathrm{i} \vartheta} \operatorname{Tr}\left\{\Pi_{T}(f) a_{T}^{\dagger}(\nu-\mu)\right\}\right|^{2} \tag{28b}
\end{equation*}
$$

Theorem 2.1. Independently of the system state $\rho$, of the field state $\varrho_{\Gamma}(f)$ and of the Hudson-Parthasarathy evolution $U$, for every $\vartheta$ and $\nu$ we have the two bounds

$$
\begin{gather*}
\frac{1}{2}\left(S_{T}^{\text {inel }}(\mu ; \vartheta, \nu)+S_{T}^{\mathrm{inel}}\left(\mu ; \vartheta \pm \frac{\pi}{2}, \nu\right)\right) \geq 1  \tag{29}\\
S_{T}^{\mathrm{inel}}(\mu ; \vartheta, \nu) S_{T}^{\mathrm{inel}}\left(\mu ; \vartheta \pm \frac{\pi}{2}, \nu\right) \geq 1 \tag{30}
\end{gather*}
$$

Proof. The first bound comes easily from $S_{T}^{\text {inel }}(\mu ; \vartheta, \nu)=S_{T}(\mu ; \vartheta, \nu)-$ $S_{T}^{\mathrm{el}}(\mu ; \vartheta, \nu)$ and Eqs. (28).

To prove the second bound, let us introduce the operator

$$
\begin{equation*}
B_{T}(\omega):=a_{T}(\nu-\omega)-\operatorname{Tr}\left\{\Pi_{T}(f) a_{T}(\nu-\omega)\right\} \tag{31a}
\end{equation*}
$$

which satisfy the CCR

$$
\begin{equation*}
\left[B_{T}(\omega), B_{T}^{\dagger}(\omega)\right]=1, \quad\left[B_{T}(\omega), B_{T}(\omega)\right]=\left[B_{T}^{\dagger}(\omega), B_{T}^{\dagger}(\omega)\right]=0 \tag{31b}
\end{equation*}
$$

Then, we can write

$$
\begin{aligned}
& S_{T}^{\mathrm{inel}}(\mu ; \vartheta, \nu)=\operatorname{Tr}\left\{\left(\mathrm{e}^{-\mathrm{i} \vartheta} B_{T}^{\dagger}(-\mu)+\mathrm{e}^{\mathrm{i} \vartheta} B_{T}(\mu)\right) \Pi_{T}(f)\right. \\
&\left.\times\left(\mathrm{e}^{-\mathrm{i} \vartheta} B_{T}^{\dagger}(\mu)+\mathrm{e}^{\mathrm{i} \vartheta} B_{T}(-\mu)\right)\right\}
\end{aligned}
$$

The usual tricks to derive the Heisenberg-Scrödinger-Robertson uncertainty relations can be generalized also to non-selfadjoint operators. ${ }^{3,19}$ For any choice of the state $\varrho$ and of the operators $X_{1}, X_{2}$ (with finite second moments with respect to $\varrho$ ) the $2 \times 2$ matrix with elements $\operatorname{Tr}\left\{X_{i} \varrho X_{j}^{*}\right\}$ is positive definite and, in particular, its determinant is not negative. Then, we have

$$
\begin{aligned}
& \operatorname{Tr}\left\{X_{1} \varrho X_{1}^{*}\right\} \operatorname{Tr}\left\{X_{2} \varrho X_{2}^{*}\right\} \geq\left|\operatorname{Tr}\left\{X_{1} \varrho X_{2}^{*}\right\}\right|^{2} \\
& \geq\left|\operatorname{Im} \operatorname{Tr}\left\{X_{1} \varrho X_{2}^{*}\right\}\right|^{2}=\frac{1}{4}\left|\operatorname{Tr}\left\{\varrho\left(X_{2}^{*} X_{1}-X_{1}^{*} X_{2}\right)\right\}\right|^{2}
\end{aligned}
$$

By taking $\quad \varrho=\Pi_{T}(f), \quad X_{1}=\mathrm{e}^{-\mathrm{i} \vartheta} B_{T}^{\dagger}(\mu)+\mathrm{e}^{\mathrm{i} \vartheta} B_{T}(-\mu)$, $X_{2}=\mp \mathrm{i}\left(\mathrm{e}^{-\mathrm{i} \vartheta} B_{T}^{\dagger}(\mu)-\mathrm{e}^{\mathrm{i} \vartheta} B_{T}(-\mu)\right)$, we get

$$
\begin{aligned}
& S_{T}^{\mathrm{inel}}(\mu ; \vartheta, \nu) S_{T}^{\mathrm{inel}}\left(\mu ; \vartheta \pm \frac{\pi}{2}, \nu\right) \\
& \quad \geq\left|1+\operatorname{Tr}\left\{\Pi_{T}(f)\left(B_{T}^{\dagger}(\mu) B_{T}(\mu)-B_{T}^{\dagger}(-\mu) B_{T}(-\mu)\right)\right\}\right|^{2}
\end{aligned}
$$

But we can change $\mu$ in $-\mu$ and we have also

$$
\begin{aligned}
& S_{T}^{\mathrm{inel}}(\mu ; \vartheta, \nu) S_{T}^{\text {inel }}\left(\mu ; \vartheta \pm \frac{\pi}{2}, \nu\right)=S_{T}^{\text {inel }}(-\mu ; \vartheta, \nu) S_{T}^{\text {inel }}\left(-\mu ; \vartheta \pm \frac{\pi}{2}, \nu\right) \\
& \geq\left|1+\operatorname{Tr}\left\{\Pi_{T}(f)\left(B_{T}^{\dagger}(-\mu) B_{T}(-\mu)-B_{T}^{\dagger}(\mu) B_{T}(\mu)\right)\right\}\right|^{2}
\end{aligned}
$$

The two inequalities together give

$$
\begin{align*}
& S_{T}^{\text {inel }}(\mu ; \vartheta, \nu) S_{T}^{\text {inel }}\left(\mu ; \vartheta \pm \frac{\pi}{2}, \nu\right) \\
& \quad \geq\left(1+\left|\operatorname{Tr}\left\{\Pi_{T}(f)\left(B_{T}^{\dagger}(\mu) B_{T}(\mu)-B_{T}^{\dagger}(-\mu) B_{T}(-\mu)\right)\right\}\right|\right)^{2} \geq 1 \tag{32}
\end{align*}
$$

which is what we wanted.

Ref. 19 introduces a class of operators for the electromagnetic field, called two-mode quadrature-phase amplitudes, which have the structure (27) of our operators $Q_{T}(\mu ; \vartheta, \nu)$. Anyway only two modes are involved, as if we fixed $\mu$ and $\nu$. Let us denote here those operators by $Q_{\mathrm{pa}}$. The paper explicitly constructs a class of quasi-free (or Gaussian) field states $\varrho_{\mathrm{sq}}$ for which $\operatorname{Tr}\left\{\varrho_{\mathrm{sq}} Q_{\mathrm{pa}}^{*} Q_{\mathrm{pa}}\right\}-\left|\operatorname{Tr}\left\{\varrho_{\mathrm{sq}} Q_{\mathrm{pa}}\right\}\right|^{2}<1$. Such states are called twomode squeezed states.

More generally, one speaks of squeezed field if, at least in a region of the $\mu$ line, for some $\vartheta$ one has $S_{T}^{\text {inel }}(\mu ; \vartheta, \nu)<1$. If this happens, the Heisenbergtype relation (30) says that necessarily $S_{T}^{\text {inel }}\left(\mu ; \vartheta+\frac{\pi}{2}, \nu\right)>1$ in such a way that the product is bigger than one.

## 3. Squeezing of the fluorescence light of a two-level atom

Let us take as system $S$ a two-level atom, which means $\mathcal{H}=\mathbb{C}^{2}, H=\frac{\omega_{0}}{2} \sigma_{z}$; $\omega_{0}>0$ is the resonance frequency of the atom. We denote by $\sigma_{-}$and $\sigma_{+}$ the lowering and rising operators and by $\sigma_{x}=\sigma_{-}+\sigma_{+}, \sigma_{y}=\mathrm{i}\left(\sigma_{-}\right.$ $\left.\sigma_{+}\right), \sigma_{z}=\sigma_{+} \sigma_{-}-\sigma_{-} \sigma_{+}$the Pauli matrices; we set also $\sigma_{\vartheta}=\mathrm{e}^{\mathrm{i} \vartheta} \sigma_{-}+$ $\mathrm{e}^{-\mathrm{i} \vartheta} \sigma_{+}$. We stimulate the atom with a coherent monochromatic laser and consider homodyne detection of the fluorescence light. The quantum fields $\Gamma$ model the whole environment. The electromagnetic field is split in two fields, according to the direction of propagation: one field for the photons in the forward direction $(k=2)$, that of the stimulating laser and of the lost light, one field for the photons collected to the detector $(k=1)$. Assume that the interaction with the atom is dominated by absorption/emission and that the direct scattering is negligible:

$$
S_{k l}=\delta_{k l}, \quad R_{1}=\sqrt{\gamma p} \sigma_{-}, \quad R_{2}=\sqrt{\gamma(1-p)} \sigma_{-}
$$

The coefficient $\gamma>0$ is the natural line-width of the atom, $p$ is the fraction of fluorescence light which reaches the detector and $1-p$ is the fraction of lost light $(0<p<1) .{ }^{10,15,16,20}$ We introduce also the interaction with a thermal bath,

$$
R_{3}=\sqrt{\gamma \bar{n}} \sigma_{-}, \quad R_{4}=\sqrt{\gamma \bar{n}} \sigma_{+}, \quad \bar{n} \geq 0
$$

and a term responsible of dephasing (or decoherence),

$$
R_{5}=\sqrt{\gamma k_{d}} \sigma_{z}, \quad k_{d} \geq 0
$$

To represent a coherent monochromatic laser of frequency $\omega>0$, we take $f_{k}(t)=\delta_{k 2} \frac{\mathrm{i} \Omega}{2 \sqrt{\gamma(1-p)}} \mathrm{e}^{-\mathrm{i} \omega t} 1_{[0, T]}(t) ; T$ is a time larger than any other time in the theory and the limit $T \rightarrow+\infty$ is taken in all the physical quantities. The quantity $\Omega \geq 0$ is called Rabi frequency and $\Delta \omega=\omega_{0}-\omega$ is called detuning. The squeezing in the fluorescence light is revealed by homodyne detection, which needs to maintain phase coherence between the laser stimulating the atom and the laser in the detection apparatus which determines the observables $Q(t ; \vartheta, \nu)$; this in particular means that necessarily we must take $\nu=\omega$.

The limit $T \rightarrow+\infty$ can be taken in Eqs. (22) and it is independent of the atomic initial state. ${ }^{20}$ The result is

$$
\begin{array}{r}
S^{\mathrm{el}}(\mu ; \vartheta):=\lim _{T \rightarrow+\infty} S_{T}^{\mathrm{el}}(\mu ; \vartheta, \omega)=2 \pi \gamma p\left|\operatorname{Tr}\left\{\sigma_{\vartheta} \rho_{\mathrm{eq}}\right\}\right|^{2} \delta(\mu), \\
S^{\mathrm{inel}}(\mu ; \vartheta):=\lim _{T \rightarrow+\infty} S_{T}^{\mathrm{inel}}(\mu ; \vartheta, \omega)=1+2 \gamma p\left(\frac{A}{A^{2}+\mu^{2}} \vec{t}\right) \cdot \vec{s}, \tag{34}
\end{array}
$$

where

$$
\begin{gathered}
\vec{t}=\operatorname{Tr}\left[\left(\mathrm{e}^{\mathrm{i} \vartheta} \sigma_{-} \rho_{\mathrm{eq}}+\rho_{\mathrm{eq}} \mathrm{e}^{-\mathrm{i} \vartheta} \sigma_{+}-\operatorname{Tr}\left[\sigma_{\vartheta} \rho_{\mathrm{eq}}\right] \rho_{\mathrm{eq}}\right) \vec{\sigma}\right], \quad \vec{s}=\left(\begin{array}{c}
\cos \vartheta \\
\sin \vartheta \\
0
\end{array}\right), \\
\rho_{\mathrm{eq}}=\frac{1}{2}\left(1+\vec{x}_{\mathrm{eq}} \cdot \vec{\sigma}\right), \quad \vec{x}_{\mathrm{eq}}=-\gamma A^{-1}\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right), \\
A=\left(\begin{array}{ccc}
\gamma\left(\frac{1}{2}+\bar{n}+2 k_{\mathrm{d}}\right) & \Delta \omega & 0 \\
-\Delta \omega & \gamma\left(\frac{1}{2}+\bar{n}+2 k_{\mathrm{d}}\right) & \Omega \\
0 & -\Omega & \gamma(1+2 \bar{n})
\end{array}\right)
\end{gathered}
$$

Examples of inelastic spectra are plotted for $\gamma=1, \bar{n}=k_{\mathrm{d}}=0, p=4 / 5$, and two different values of $\Delta \omega$. The Rabi frequency $\Omega$ and $\theta$ are chosen in both cases to get good visible minima of $S^{\text {inel }}$ below 1 . Thus in this case the


Fig. 1. $\quad S^{\text {inel }}(\mu ; \vartheta) \quad$ with $\quad \Delta \omega=3.5$, $\Omega=3.7021$.


Fig. 2. $\quad S^{\text {inel }}(\mu ; \vartheta) \quad$ with $\quad \Delta \omega=0$, $\Omega=0.2976$.
analysis of the homodyne spectrum reveals the squeezing of the detected light. Also complementary spectra are shown to verify Theorem 2.1. One could also compare the homodyne spectrum with and without $\bar{n}$ and $k_{\mathrm{d}}$, thus verifying that the squeezing is very sensitive to any small perturbation.
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#### Abstract

The main purpose of this paper is to derive a general structure of Gegenbauer white noise analysis as a counterpart class of non-Lévy white noise. Namely, we consider, on an appropriate space of distributions, $\mathcal{N}_{\beta}^{\prime}$, a Gegenbauer white noise measure, $\mathcal{G}_{\beta}$, and construct a nuclear triple $\left(\mathcal{N}_{\beta}\right) \subset L^{2}\left(\mathcal{N}_{\beta}^{\prime}, \mathcal{G}_{\beta}\right) \subset\left(\mathcal{N}_{\beta}\right)^{*}$ of test and generalized functions. A basic role is played by the chaos expansion. By using the $S_{\beta}$-transform we prove a general characterization theorems for Gegenbauer white noise distributions, white noise test functions in terms of analytical functions.


Keywords: Fock space, Gateaux-entire function, Gegenbauer white noise, $S_{\beta^{-}}$ transform, Gegenbauer isometry.

## 1. Introduction

The paper is intended as a continuation of the recently developed Gegenbauer white noise functionals. ${ }^{4}$ The main purpose is to present the construction and description of a new nuclear triple, which is obtained as image under some isomorphism of the corresponding triple centered at a suitable Fock space. This new development aims at realizing Hida's idea of white noise at a non-Lévy level and at investigating applications to infinite dimensional harmonic analysis and quantum physics.

The white noise theory for Brownian motion was first introduced by T. Hida, in the Gaussian case, in his celebrated lecture notes ${ }^{9,10}$. Later, Kubo and Takenaka reformulated Hida's theory by taking different test function spaces and using the $S$-transform as machinery. For non-Gaussian white noise analysis, Y. Itô ${ }^{12}$ constructed a Poissonian counterpart of Hida's theory and Kondratiev et al. ${ }^{1,13,20}$ established a purely non-Gaussian distribution theory in infinite dimensional analysis by means of a normalized Laplace transform; (see also ${ }^{7}$ ). $\operatorname{In}^{6,15}$ a theory of the Lévy white noise analysis for the general case of Lévy processes is developed. See also the generalization and extension to various aspects in ${ }^{16,17,19}$.

In view of these different developments, it is natural to ask if a white noise theory can also be developed for other processes. In particular, since Gegenbauer processes are becoming increasingly important in many applications, it would be of interest to have a white noise theory for such processes. In fact, Gegenbauer processes are long memory processes and are characterized by an unbounded power spectral density at zero. From this last singularity property, one can observe that a natural tool to analyze such processes appears to be a generalization of the wavelet transform in quite different way from the Lévy processes. This was the motivation of our previous paper ${ }^{4}$ where a study on white noise functionals of general non-Lévy class is started.

The paper is organized as follows: Section 2 is devoted to a quick review of Gegenbauer white noise functionals with special emphasis on the chaos decomposition of the space $L^{2}\left(\mathcal{N}_{\beta}^{\prime}, \mathcal{B}\left(\mathcal{N}_{\beta}^{\prime}\right), \mathcal{G}_{\beta}\right)$ by means of an orthogonal system of infinite dimensional Gegenbauer polynomials and an appropriate tensor product. In Section 3, we construct a nuclear triple of test and generalized functions. In Section 4, we define the $S_{\beta}$-transform as a main tool in working in these spaces. The $S_{\beta}$-transform serves to prove characterization theorems for test and generalized functions in terms of analytical functionals with hypergeometric growth condition.

## 2. Gegenbauer White Noise Space

Let $\mu_{\beta, \sigma}$ be the beta-type distributions with parameters $\beta>-\frac{1}{2}$ and $\sigma \in \mathbb{R}$ given by

$$
\left\{\begin{array}{l}
d \mu_{\beta, \sigma}(x)=\frac{1}{|\sigma| \sqrt{\pi}} \frac{\Gamma(\beta+1)}{\Gamma\left(\beta+\frac{1}{2}\right)}\left(1-\frac{x^{2}}{\sigma^{2}}\right)^{\beta-\frac{1}{2}} \chi_{\jmath-|\sigma|,|\sigma| \mid}(x) d x  \tag{1}\\
d \mu_{\beta, 0}(x)=d \delta_{0}(x)
\end{array}\right.
$$

where $\delta_{0}$ is the Dirac measure concentrated on the point 0 and $\Gamma(\cdot)$ is the Gamma function. For $\sigma=1$, we have the standard beta-type distribution with parameter $\beta$ :

$$
\begin{equation*}
d \mu_{\beta}(x):=d \mu_{\beta, 1}(x)=\frac{1}{\sqrt{\pi}} \frac{\Gamma(\beta+1)}{\Gamma\left(\beta+\frac{1}{2}\right)}\left(1-x^{2}\right)^{\beta-\frac{1}{2}} \chi_{\jmath-1,1 \mid}(x) d x . \tag{2}
\end{equation*}
$$

From the paper ${ }^{3}$, we recall the following useful background. Apply the Gram-Schmidt orthogonalization process to the sequence $\left\{1, x, x^{2}, \cdots, x^{n}, \cdots\right\}$ to get a sequence $\left\{P_{\beta, n} ; n=0,1,2, \cdots\right\}$ of orthogonal polynomials in $L^{2}\left(\mu_{\beta}\right)$. Here $P_{\beta, 0}(x)=1$ and for $\beta>0, P_{\beta, n}$ is the Gegenbauer polynomial given by

$$
P_{\beta, n}(x)=\frac{n!}{2^{n}(\beta)_{n}} \sum_{k=0}^{[n / 2]}(-1)^{n} 2^{n-2 k}\binom{-\beta}{n-k}\binom{n-k}{k} x^{n-2 k},
$$

where the shifted factorials are given by

$$
(a)_{0}=1 ;(a)_{k}=a(a+1) \cdots(a+k-1)=\frac{\Gamma(a+k)}{\Gamma(a)}, \quad \forall k \in \mathbb{N},
$$

and for $\delta \in \mathbb{R}, p \in \mathbb{N}$, we have

$$
\binom{\delta}{p}=\frac{\delta(\delta-1) \cdots(\delta-p+1)}{p!} .
$$

For the Szegö-Jacobi parameters, since the measure $\mu_{\beta}$ is symmetric we have

$$
\alpha_{n}=0 \quad \text { and } \quad w_{n}=\frac{n(n-1+2 \beta)}{4(n+\beta)(n-1+\beta)}, \quad n \geq 0
$$

It is well-known that these polynomials $P_{\beta, n}$ satisfy the recursion formula

$$
x P_{\beta, n}(x)=P_{\beta, n+1}(x)+w_{n} P_{\beta, n-1}(x) .
$$

We recall that the generating function $\psi_{\mu_{\beta}}$ associated to the measure $\mu_{\beta}$ is given by

$$
\psi_{\mu_{\beta}}(t ; x)=\frac{1}{\left(1-2 x t+t^{2}\right)^{\beta}}=\sum_{n=0}^{\infty} \frac{2^{n}(\beta)_{n}}{n!} t^{n} P_{\beta, n}(x) .
$$

The Bessel function of the first kind of order $\alpha>-\frac{1}{2}$ can be defined by

$$
J_{\alpha}(x)=\left(\frac{x}{2}\right)^{\alpha} \sum_{k=0}^{+\infty} \frac{(-1)^{k}}{k!\Gamma(\alpha+k+1)}\left(\frac{x}{2}\right)^{2 k}, \quad x>0 .
$$

Moreover, we have the following Poisson-Mehler integral representation

$$
\begin{equation*}
J_{\alpha}(x)=\frac{1}{\sqrt{\pi} \Gamma\left(\alpha+\frac{1}{2}\right)}\left(\frac{x}{2}\right)^{\alpha} \int_{-1}^{1}\left(1-t^{2}\right)^{\alpha-\frac{1}{2}} e^{i x t} d t . \tag{3}
\end{equation*}
$$

The normalized Bessel function of order $\alpha>-\frac{1}{2}$ is given by

$$
j_{\alpha}(x)=\left\{\begin{array}{ccc}
2^{\alpha} \Gamma(\alpha+1) \frac{J_{\alpha}(x)}{x^{\alpha}} & \text { if } & x \neq 0  \tag{4}\\
1 & \text { if } & x=0
\end{array}\right.
$$

Using (3) and (4), the Fourier transform of the beta-type distribution, in Eq. (1), is given by

$$
\begin{equation*}
\widehat{\mu}_{\beta, \sigma}(x)=\int_{\mathbb{R}} e^{i x t} d \mu_{\beta, \sigma}(t)=j_{\beta}(|\sigma| x), \quad x \in \mathbb{R} . \tag{5}
\end{equation*}
$$

For simplicity, put $I=]-1,1\left[\right.$. From the Favard theorem, ${ }^{5}$ one can easily obtain

$$
\left\|P_{\beta, n}\right\|_{L^{2}\left(I, \mu_{\beta}\right)}^{2}=\frac{n!}{4^{n}} \frac{(2 \beta)_{n}}{(\beta)_{n}(\beta+1)_{n}}=: M_{\beta, n} .
$$

Therefore, we define the corresponding Gegenbauer functions $\mathcal{H}_{\beta, n}$ by

$$
\mathcal{H}_{\beta, n}(x)=\left(\frac{\Gamma(\beta+1)}{\sqrt{\pi} \Gamma\left(\beta+\frac{1}{2}\right) M_{\beta, n}}\right)^{\frac{1}{2}} P_{\beta, n}(x)\left(1-x^{2}\right)^{\frac{2 \beta-1}{4}} .
$$

This gives an orthonormal basis $\left\{\mathcal{H}_{\beta, n} ; n=0,1,2, \cdots\right\}$ for $H:=L^{2}(I, d x)$.
Define the operator $A_{\beta}$, on $H$, by

$$
A_{\beta}=\left(x^{2}-1\right) \frac{d^{2}}{d x^{2}}+2 x \frac{d}{d x}-\left(\beta-\frac{1}{2}\right)^{2} \frac{x^{2}}{x^{2}-1}+2 .
$$

Then the Gegenbauer functions $\mathcal{H}_{\beta, n}$ are eigenvectors of $A_{\beta}$, namely,

$$
A_{\beta} \mathcal{H}_{\beta, n}=\lambda_{\beta, n} \mathcal{H}_{\beta, n}
$$

with

$$
\lambda_{\beta, n}=\beta+\frac{3}{2}+n(n+2 \beta), \quad n=0,1,2, \cdots .
$$

Moreover, for any $p>\frac{1}{4}, A_{\beta}^{-p}$ is a Hilbert-Schmidt operator satisfying

$$
\left\|A_{\beta}^{-p}\right\|_{H S}^{2}=\sum_{n=0}^{\infty} \lambda_{\beta, n}^{-2 p}<\infty .
$$

Now, for each $p \in \mathbb{R}$, define a norm $|\cdot|_{p}$ on $H$ by

$$
\begin{equation*}
|f|_{p}=\left|A_{\beta}^{p}\right| f| |_{0}=\left(\sum_{n=0}^{\infty} \lambda_{\beta, n}^{2 p}\langle | f\left|, \mathcal{H}_{\beta, n}\right\rangle^{2}\right)^{1 / 2}, \quad f \in H \tag{6}
\end{equation*}
$$

where $|\cdot|_{0}$ and $\langle\cdot, \cdot\rangle$ are, respectively, the norm and the inner product of $H$. For $p \geq 0$, let $\mathcal{N}_{\beta, p}$ be the Hilbert space consisting of all $f \in H$ with $|f|_{p}<\infty$, and $\mathcal{N}_{\beta,-p}$ the completion of $H$ with respect to $|\cdot|_{-p}$. Since $A_{\beta}^{-1}$ is of Hilbert-Schmidt type, identifying $H$ with its dual space we come to the real standard nuclear triple

$$
\mathcal{N}_{\beta}:=\bigcap_{p \geq 0} \mathcal{N}_{\beta, p} \subset H \subset \bigcup_{p \geq 0} \mathcal{N}_{\beta,-p}=: \mathcal{N}_{\beta}^{\prime}
$$

Being compatible to the inner product of $H$, the canonical bilinear form on $\mathcal{N}_{\beta}^{\prime} \times \mathcal{N}_{\beta}$ is denoted by $\langle\cdot, \cdot\rangle$ again. For $n \in \mathbb{N}$, we denote by $\mathcal{N}_{\beta}^{\widehat{\otimes} n}$ the $n$-fold symmetric tensor product of $\mathcal{N}_{\beta}$ equipped with the $\pi$-topology and by $\mathcal{N}_{\beta, p}^{\widehat{\otimes} n}$ the $n$-fold symmetric hilbertian tensor product of $\mathcal{N}_{\beta, p}$. We will preserve the notation $|\cdot|_{p}$ and $|\cdot|_{-p}$ for the norms on $\mathcal{N}_{\beta, p}^{\widehat{\otimes} n}$ and $\mathcal{N}_{\beta,-p}^{\widehat{\otimes} n}$, respectively.

Definition 2.1. ${ }^{4}$ The probability measure $\mathcal{G}_{\beta}$ on $\mathcal{N}_{\beta}^{\prime}$, of which characteristic function is given by

$$
\begin{equation*}
\int_{\mathcal{N}_{\beta}^{\prime}} e^{i\langle w, \varphi\rangle} d \mathcal{G}_{\beta}(w)=j_{\beta}(\langle\varphi\rangle), \quad \varphi \in \mathcal{N}_{\beta} \tag{7}
\end{equation*}
$$

where $\langle\varphi\rangle=\int_{I} \varphi(t) d t$, is called the Gegenbauer white noise measure with parameter $\beta$. The probability space $\left(\mathcal{N}_{\beta}^{\prime}, \mathcal{B}\left(\mathcal{N}_{\beta}^{\prime}\right), \mathcal{G}_{\beta}\right)$, where $\mathcal{B}\left(\mathcal{N}_{\beta}^{\prime}\right)$ is the cylinder $\sigma$-algebra on $\mathcal{N}_{\beta}^{\prime}$, is called the Gegenbauer white noise space.

Remark 2.1. For $\xi \in \mathcal{N}_{\beta}$ such that $\langle\xi\rangle \geq 0$, let $X_{\xi}$ be the random variable defined, on $\left(\mathcal{N}_{\beta}^{\prime}, \mathcal{B}\left(\mathcal{N}_{\beta}^{\prime}\right), \mathcal{G}_{\beta}\right)$, by

$$
X_{\xi}(w):=\langle w, \xi\rangle
$$

Then $X_{\xi}$ has a beta-type distribution with parameters $\beta$ and $\langle\xi\rangle$. Notice that, from (6), the nuclear space $\mathcal{N}_{\beta}$ is closed under the absolute value. Then, for $\varphi \in \mathcal{N}_{\beta}$ such that $\langle | \varphi\rangle \neq 0$, we recover the beta-type distribution $\mu_{\beta}$ through the random variable $X_{\widetilde{\varphi}}$, where $\widetilde{\varphi}:=\frac{|\varphi|}{\langle | \varphi| \rangle}$. This gives an essence to our approach for defining the Gegenbauer white noise functionals. Moreover, our choice for the above normalization is suitable for the proof of the orthogonality property in the chaotic decomposition of the Hilbert space of square $\mathcal{G}_{\beta}$-integrable functionals. For more details we refer to the paper ${ }^{4}$.

Definition 2.2. ${ }^{4}$ For $w \in \mathcal{N}_{\beta}^{\prime}$ and $n=0,1,2, \cdots$, we define the $\beta$-type tensor product : $w^{\otimes n}:_{\beta}$ as the continuous linear functional on $\mathcal{N}_{\beta}^{\widehat{\otimes} n}$ characterized by

$$
\begin{equation*}
\left\langle: w^{\otimes n}:_{\beta}, \varphi^{\otimes n}\right\rangle=|\varphi|_{0}^{n} P_{\beta, n}\left(\frac{\langle w,| \varphi| \rangle}{\langle | \varphi| \rangle}\right), \quad \varphi \in \mathcal{N}_{\beta} \tag{8}
\end{equation*}
$$

and for any orthogonal vectors $\xi_{1}, \cdots, \xi_{k} \in \mathcal{N}_{\beta}$ and nonnegative integers $n_{j}$ 's such that $n_{1}+\cdots+n_{k}=n$,

$$
\begin{equation*}
\left\langle: w^{\otimes n}:_{\beta}, \xi_{1}^{\otimes n_{1}} \widehat{\otimes} \cdots \widehat{\otimes} \xi_{k}^{\otimes n_{k}}\right\rangle=\left\langle: w^{\otimes n_{1}}:_{\beta}, \xi_{1}^{\otimes n_{1}}\right\rangle \cdots\left\langle: w^{\otimes n_{k}}:_{\beta}, \xi_{k}^{\otimes n_{k}}\right\rangle \tag{9}
\end{equation*}
$$

The $\beta$-Fock space $\mathcal{F}_{\beta}(H)$ over $H$ is defined as the weighted direct sum of the n-th symmetric tensor powers $H^{\widehat{\otimes} n}$,

$$
\mathcal{F}_{\beta}(H):=\bigoplus_{n=0}^{+\infty} M_{\beta, n} H^{\widehat{\otimes} n} .
$$

Thus $\mathcal{F}_{\beta}(H)$ consists of sequences $\vec{f}=\left(f^{(0)}, f^{(1)}, \cdots\right)$ such that, for any $n \in \mathbb{N}, f^{(n)} \in H^{\widehat{\otimes} n}$ and

$$
\|\vec{f}\|_{\mathcal{F}_{\beta}(H)}^{2}=\sum_{n=0}^{+\infty} M_{\beta, n}\left\|f^{(n)}\right\|_{H^{\otimes} n}^{2}<\infty
$$

Theorem 2.1.4 For each $F \in L^{2}\left(\mathcal{N}_{\beta}^{\prime}, \mathcal{G}_{\beta}\right)$, there exists a unique sequences $\vec{f}=\left(f^{(n)}\right)_{n=0}^{\infty} \in \mathcal{F}_{\beta}(H)$ such that

$$
\begin{equation*}
F=\sum_{n=0}^{+\infty}\left\langle: \cdot \otimes n:_{\beta}, f^{(n)}\right\rangle \tag{10}
\end{equation*}
$$

in the $L^{2}$ - sense. Conversely, for any $\vec{f}=\left(f^{(n)}\right)_{n=0}^{\infty} \in \mathcal{F}_{\beta}(H)$, (10) defines a function in $L^{2}\left(\mathcal{N}_{\beta}^{\prime}, \mathcal{G}_{\beta}\right)$. In that case,

$$
\|F\|_{L^{2}\left(\mathcal{N}_{\beta}^{\prime}, \mathcal{G}_{\beta}\right)}^{2}=\sum_{n=0}^{+\infty} M_{\beta, n}\left\|f^{(n)}\right\|_{H^{\widehat{\otimes} n}}^{2}=\|\vec{f}\|_{\mathcal{F}_{\beta}(H)}^{2}
$$

The following unitary operator is called the Gegenbauer isometry:

$$
\begin{gather*}
I_{\beta}: \mathcal{F}_{\beta}(H) \longrightarrow L^{2}\left(\mathcal{N}_{\beta}^{\prime}, \mathcal{G}_{\beta}\right) \\
\left(f^{(n)}\right)_{n=0}^{\infty} \longmapsto F \tag{11}
\end{gather*}
$$

## 3. Gegenbauer Test and Generalized Functions

For simplicity, we will use $\left(L^{2}\right)_{\beta}$ to denote the space $L^{2}\left(\mathcal{N}_{\beta}^{\prime}, \mathcal{B}\left(\mathcal{N}_{\beta}^{\prime}\right), \mathcal{G}_{\beta}\right)$. We need to construct a space $\left(\mathcal{N}_{\beta}\right)$ of test functions and its dual space $\left(\mathcal{N}_{\beta}\right)^{*}$ of generalized functions such that the following is a nuclear triple

$$
\left(\mathcal{N}_{\beta}\right) \subset\left(L^{2}\right)_{\beta} \subset\left(\mathcal{N}_{\beta}\right)^{*} .
$$

Consider the space $\mathcal{P}\left(\mathcal{N}_{\beta}^{\prime}\right)$ of continuous polynomials on $\mathcal{N}_{\beta}^{\prime}$ :
$\mathcal{P}\left(\mathcal{N}_{\beta}^{\prime}\right)=\left\{\varphi, \varphi(w)=\sum_{k=0}^{n}\left\langle: w^{\otimes k}:_{\beta}, \varphi^{(k)}\right\rangle ; \varphi^{(k)} \in \mathcal{N}_{\beta}^{\widehat{\otimes} k}, w \in \mathcal{N}_{\beta}^{\prime}, n \in \mathbb{N}\right\}$.
This space may endowed with a topology such that $\mathcal{P}\left(\mathcal{N}_{\beta}^{\prime}\right)$ becomes a nuclear space. Therefore, if we denote by $\mathcal{P}^{\prime}\left(\mathcal{N}_{\beta}^{\prime}\right)$ the dual space of $\mathcal{P}\left(\mathcal{N}_{\beta}^{\prime}\right)$ with respect to $\left(L^{2}\right)_{\beta}$, we have the following nuclear triple

$$
\mathcal{P}\left(\mathcal{N}_{\beta}^{\prime}\right) \subset\left(L^{2}\right)_{\beta} \subset \mathcal{P}^{\prime}\left(\mathcal{N}_{\beta}^{\prime}\right) .
$$

The bilinear dual pairing $\left\langle\langle\cdot, \cdot\rangle\right.$ between $\mathcal{P}^{\prime}\left(\mathcal{N}_{\beta}^{\prime}\right)$ and $\mathcal{P}\left(\mathcal{N}_{\beta}^{\prime}\right)$ is then related to the inner product on $\left(L^{2}\right)_{\beta}$ by :

$$
\langle\langle F, \varphi\rangle\rangle=(F, \bar{\varphi})_{\left(L^{2}\right)_{\beta}}, \quad F \in\left(L^{2}\right)_{\beta}, \quad \varphi \in \mathcal{P}\left(\mathcal{N}_{\beta}^{\prime}\right)
$$

where $\bar{\varphi}$ denotes the complex conjugate function of $\varphi$.
Now, for each $p, q \in \mathbb{N}$, we define the following norm

$$
\|\varphi\|_{\beta, p, q}^{2}=\sum_{n=0}^{\infty} 2^{n q} M_{\beta, n}\left|\varphi^{(n)}\right|_{p}^{2}
$$

where $\varphi(w)=\sum_{n=0}^{+\infty}\left\langle: w^{\otimes n}:_{\beta}, \varphi^{(n)}\right\rangle \in \mathcal{P}\left(\mathcal{N}_{\beta}^{\prime}\right)$. Then we define the space $\left(\mathcal{N}_{\beta, p}\right)_{q}$ to be the completion of $\mathcal{P}\left(\mathcal{N}_{\beta}^{\prime}\right)$ with respect to $\|\cdot\|_{\beta, p, q}$. Finally, the space of test functions $\left(\mathcal{N}_{\beta}\right)$ is defined to be the projective limit of the spaces $\left(\mathcal{N}_{\beta, p}\right)_{q}$

$$
\left(\mathcal{N}_{\beta}\right)=\underset{p, q \in \mathbb{N}}{\operatorname{proj}} \lim \left(\mathcal{N}_{\beta, p}\right)_{q} .
$$

Let $\left(\mathcal{N}_{\beta,-p}\right)_{-q}$ be the dual, with respect to $\left(L^{2}\right)_{\beta}$, of $\left(\mathcal{N}_{\beta, p}\right)_{q}$ and let $\left(\mathcal{N}_{\beta}\right)^{*}$ be the dual with respect to $\left(L^{2}\right)_{\beta}$ of $\left(\mathcal{N}_{\beta}\right)$. We denote by $\langle\langle\cdot, \cdot\rangle$ the corresponding dual pairing which is given by the extension of the scalar product on $\left(L^{2}\right)_{\beta}$. We know from the general duality theorem that

$$
\left(\mathcal{N}_{\beta}\right)^{*}=\operatorname{ind} \lim _{p, q \in \mathbb{N}}\left(\mathcal{N}_{\beta,-p}\right)_{-q} .
$$

The space $\left(\mathcal{N}_{\beta}\right)^{*}$ is the space of generalized functions and we obtain the nuclear triple

$$
\left(\mathcal{N}_{\beta}\right) \subset\left(L^{2}\right)_{\beta} \subset\left(\mathcal{N}_{\beta}\right)^{*}
$$

The chaos decomposition gives a natural expansion of $\Phi \in\left(\mathcal{N}_{\beta}\right)^{*}$ into generalized kernels $\Phi^{(n)} \in \mathcal{N}_{\beta}^{\prime \otimes n}$. Let $\Phi^{(n)} \in \mathcal{N}_{\beta}^{\prime} \otimes n$ be given. Then there exist a distribution $\left\langle: .{ }^{\otimes n}:_{\beta}, \Phi^{(n)}\right\rangle$ in $\left(\mathcal{N}_{\beta}\right)^{*}$ acting on $\varphi \in\left(\mathcal{N}_{\beta}\right)$ as

$$
\left\langle\left\langle\left\langle: . \otimes n{ }_{\beta}, \Phi^{(n)}\right\rangle, \varphi\right\rangle\right\rangle:=M_{\beta, n}\left\langle\Phi^{(n)}, \varphi^{(n)}\right\rangle .
$$

Any $\Phi \in\left(\mathcal{N}_{\beta}\right)^{*}$ then has a unique decomposition

$$
\Phi=\sum_{n=0}^{+\infty}\left\langle: w^{\otimes n}:_{\beta}, \Phi^{(n)}\right\rangle
$$

where the sum converges in $\left(\mathcal{N}_{\beta}\right)^{*}$ and we have

$$
\begin{equation*}
\langle\langle\Phi, \varphi\rangle\rangle=\sum_{n=0}^{+\infty} M_{\beta, n}\left\langle\Phi^{(n)}, \varphi^{(n)}\right\rangle, \quad \varphi \in\left(\mathcal{N}_{\beta}\right) \tag{12}
\end{equation*}
$$

From the definition, one can prove that $\left(\mathcal{N}_{\beta,-p}\right)_{-q}$ is the Hilbert space with norm

$$
\|\Phi\|_{\beta,-p,-q}^{2}=\sum_{n=0}^{\infty} 2^{-n q} M_{\beta, n}\left|\Phi^{(n)}\right|_{-p}^{2}
$$

## 4. Characterization Theorems for Test and Generalized Functions

In this section, we start by the definition of the $S_{\beta}$-transform in order to characterize test and generalized functionals in terms of analytical functions with appropriate growth condition.

### 4.1. The $S_{\beta}$-transform

Let $\mathcal{N}_{\beta, c}=\mathcal{N}_{\beta}+i \mathcal{N}_{\beta}$ and $\mathcal{N}_{\beta, p, c}=\mathcal{N}_{\beta, p}+i \mathcal{N}_{\beta, p}$ be the complexifications of $\mathcal{N}_{\beta}$ and $\mathcal{N}_{\beta, p}$, respectively. Let us remember, that a generalized hypergeometric series with $r$ numerator parameters $a_{1}, \cdots, a_{r}$ and $s$ denominator parameters $b_{1}, \cdots, b_{r}$ is defined by

$$
\begin{equation*}
{ }_{r} F_{s}\left(a_{1}, \cdots, a_{r} ; b_{1}, \cdots, b_{r} ; z\right)=\sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n} \cdots\left(a_{r}\right)_{n}}{\left(b_{1}\right)_{n} \cdots\left(b_{s}\right)_{n}} \frac{z^{n}}{n!} \tag{13}
\end{equation*}
$$

It's showed that the series converges absolutely for $|z|<1$. For more details on hypergeometric series we refer to ${ }^{8}$ and references therein.

Now, for $f \in \mathcal{N}_{\beta}$, we define the $\beta$-exponential function $e_{\beta}(\cdot, f)$ by

$$
\begin{equation*}
e_{\beta}(w, f)=\sum_{n=0}^{+\infty} \frac{2^{n}}{n!}(\beta)_{n}\left\langle: w^{\otimes n}:_{\beta}, f^{\otimes n}\right\rangle, \quad w \in \mathcal{N}_{\beta}^{\prime} \tag{14}
\end{equation*}
$$

Calculating its $(p, q)$-norm we find

$$
\left\|e_{\beta}(\cdot, f)\right\|_{\beta, p, q}^{2}=\sum_{n=0}^{+\infty} 2^{n q} M_{\beta, n}(\beta)_{n}^{2} \frac{4^{n}}{(n!)^{2}}\left|f^{\otimes n}\right|_{p}^{2}=G_{\beta}\left(2^{q}|f|_{p}^{2}\right)
$$

where $G_{\beta}$ is the following entire holomorphic function:

$$
\begin{equation*}
G_{\beta}(z):={ }_{2} F_{1}(2 \beta, \beta ; \beta+1 ; z)=\sum_{n=0}^{+\infty} \frac{(2 \beta)_{n}(\beta)_{n}}{(\beta+1)_{n}} \frac{z^{n}}{n!}, \quad|z|<1 \tag{15}
\end{equation*}
$$

It follows that $\left\|e_{\beta}(\cdot, f)\right\|_{\beta, p, q}^{2}<\infty$ if and only if $2^{q}|f|_{p}^{2}<1$.
In contrast to usual white noise analysis, the $\beta$-exponential function are not test functions, they are only in those $\left(\mathcal{N}_{\beta, p}\right)_{q}$ for which $2^{q}|f|_{p}^{2}<1$. Let $\Phi \in\left(\mathcal{N}_{\beta}\right)^{*}$, then there exist $p, q \in \mathbb{N}$ such that $\Phi \in\left(\mathcal{N}_{\beta,-p}\right)_{-q}$. For all $f \in \mathcal{N}_{\beta}$ with $2^{q}|f|_{p}^{2}<1$, we can define the $S_{\beta}$-transform of $\Phi$ as

$$
S_{\beta} \Phi(f):=\left\langle\left\langle\Phi, e_{\beta}(\cdot, f)\right\rangle\right\rangle
$$

Using the duality form (12), we conclude that the $S_{\beta}$-transform of generalized function $\Phi=\sum_{n=0}^{\infty}\left\langle: .^{\otimes n}:_{\beta}, \Phi^{(n)}\right\rangle$ is given by

$$
S_{\beta} \Phi(f)=\sum_{n=0}^{\infty} \frac{(2 \beta)_{n}}{2^{n}(\beta+1)_{n}}\left\langle\Phi^{(n)}, f^{\otimes n}\right\rangle
$$

This definition extends immediately to complex vectors $f \in \mathcal{N}_{\beta, c}$ with $2^{q}|f|_{p}^{2}<1$

$$
\begin{equation*}
S_{\beta} \Phi(f):=\left\langle\left\langle\Phi, e_{\beta}(\cdot, f)\right\rangle\right\rangle=\sum_{n=0}^{\infty} \frac{(2 \beta)_{n}}{2^{n}(\beta+1)_{n}}\left\langle\Phi^{(n)}, f^{\otimes n}\right\rangle \tag{16}
\end{equation*}
$$

Hence, for $\Phi \in\left(\mathcal{N}_{\beta,-p}\right)_{-q}$, (16) defines the $S_{\beta}$-transform for all $f$ from the following open neighborhood of zero

$$
\mathcal{U}_{p, q}=\left\{f \in \mathcal{N}_{\beta, c}, \quad 2^{q}|f|_{p}^{2}<1\right\}
$$

It is noteworthy that $\left\{e_{\beta}(\cdot, f), f \in \mathcal{U}_{p, q}\right\}$ is a dense subset of $\left(\mathcal{N}_{\beta, p}\right)_{q}$. Then the $S_{\beta}$-transform is well defined on $\left(\mathcal{N}_{\beta,-p}\right)_{-q}$.

### 4.2. Characterization of test and generalized functions

Let $U \subset \mathcal{N}_{\beta, c}$ be open and consider a function $F: U \longrightarrow \mathbb{C} . F$ is said to be Gâteaux-holomorphic if for all $\xi_{0} \in U$ and for all $\xi \in \mathcal{N}_{\beta, c}$ the mapping from $\mathbb{C}$ to $\mathbb{C}: z \rightarrow F\left(\xi_{0}+z \xi\right)$ is holomorphic in some neighborhood of zero in $\mathbb{C}$. By the general theory, the $n$-th Gâteaux derivative

$$
\begin{equation*}
F_{n}\left(\xi_{1}, \cdots, \xi_{n}\right)=\frac{1}{n!} D_{\xi_{1}} \cdots D_{\xi_{n}} F(0) \tag{17}
\end{equation*}
$$

becomes a continuous n-linear form on $\mathcal{N}_{\beta}$. If $F$ is Gâteaux-holomorphic, then there exists for every $\eta \in U$ a sequence of homogeneous polynomials $\frac{1}{n!} D_{\eta}^{n} F(0)$ such that

$$
F(\eta+\xi)=\sum_{n=0}^{\infty} \frac{1}{n!} D_{\eta}^{n} F(\xi)
$$

for all $\xi$ from some open set $V \subset U . F$ is said to be holomorphic on $U$, if for all $\eta$ in $U$ there exists an open set $V \subset U$ such that $\sum_{n=0}^{\infty} \frac{1}{n!} D_{\eta}^{n} F(\xi)$ converges uniformly on $V$ to a continuous function. We say that $F$ is holomorphic at $\xi_{0}$ if there is an open set $U$ containing $\xi_{0}$ such that $F$ is holomorphic on $U$. We consider germs of holomorphic functions, i.e. we identify $F$ and $G$ if there exists an open neighborhood of zero $U$ such that $F(\xi)=G(\xi)$ for all $\xi \in U$. Thus, we define $\operatorname{Hol}_{0}\left(\mathcal{N}_{\beta, c}\right)$ as the algebra of germs of functions holomorphic at zero equipped with the inductive topology given by the following family of norms

$$
\|F\|_{\beta, p, q}:=\sup _{\xi \in \mathcal{U}_{p, q}}\left\{|F(\xi)| G_{\beta}^{-1 / 2}\left(2^{q}|\xi|_{p}^{2}\right)\right\},
$$

where $G_{\beta}$ is the map given by the hypergeometric series in (15).
With these notations and definition, we have the following characterization theorem for generalized functions.

Theorem 4.1. The $S_{\beta}$-transform defines a topological isomorphism of the space of generalized function $\left(\mathcal{N}_{\beta}\right)^{*}$ onto the space $\operatorname{Hol}_{0}\left(\mathcal{N}_{\beta, c}\right)$.

Proof. Let $\Phi=\sum_{n=0}^{+\infty}\left\langle: w^{\otimes n}:_{\beta}, \Phi^{(n)}\right\rangle \in\left(\mathcal{N}_{\beta}\right)^{*}$ and $F=S_{\beta} \Phi$. Then there
exist $p, q \in \mathbb{N}$ such that $\Phi \in\left(\mathcal{N}_{\beta,-p}\right)_{-q}$. For $\xi \in \mathcal{U}_{p, q}$, by Cauchy's inequality

$$
\begin{aligned}
\left|S_{\beta} \Phi(\xi)\right| & \leq \sum_{n=0}^{+\infty} \frac{(2 \beta)_{n}}{2^{n}(\beta+1)_{n}}\left|\Phi^{(n)}\right|_{-p}|\xi|_{p}^{n} \\
& \leq\left(\sum_{n=0}^{+\infty} 2^{-n q} M_{\beta, n}\left|\Phi^{(n)}\right|_{-p}^{2}\right)^{1 / 2}\left(\sum_{n=0}^{+\infty} \frac{2^{n q}(2 \beta)_{n}^{2}}{2^{2 n}(\beta+1)_{n}^{2} M_{\beta, n}}|\xi|_{p}^{2 n}\right)^{1 / 2} \\
& \leq\|\Phi\|_{\beta,-p,-q}\left[G_{\beta}\left(2^{q}|\xi|_{p}^{2}\right)\right]^{1 / 2}
\end{aligned}
$$

This shows uniform convergence of $(16)$ on $\mathcal{U}_{p, q}$. Hence, $F \in \operatorname{Hol}_{0}\left(\mathcal{N}_{\beta, c}\right)$ and we have

$$
\left\|S_{\beta} \Phi\right\|_{\beta, p, q} \leq\|\Phi\|_{\beta,-p,-q} .
$$

This implies that $S_{\beta}$ is injective and continuous from $\left(\mathcal{N}_{\beta}\right)^{*}$ to $\operatorname{Hol}_{0}\left(\mathcal{N}_{\beta, c}\right)$. Conversely, let $F \in \operatorname{Hol}_{0}\left(\mathcal{N}_{\beta, c}\right)$ be given. There exist $p, q \in \mathbb{N}$ such that

$$
F(\xi)=\sum_{n=0}^{+\infty}\left\langle F_{n}, \xi^{\otimes n}\right\rangle=\sum_{n=0}^{+\infty} D_{\xi}^{n} F(0)
$$

converges uniformly and is bounded on $\mathcal{U}_{p, q}$. For $\xi \in \mathcal{N}_{\beta, c}$ with $|\xi|_{p}=1$ and $z \in \mathbb{C}$ with $|z|^{2} 2^{q}<1$, since $F$ is bounded by a constant $K$ on $\mathcal{U}_{p, q}$, Cauchy's integral formula yields

$$
\left|\left\langle F_{n}, \xi^{\otimes n}\right\rangle\right|=\left|\frac{1}{2 i \pi} \int_{|z|=2^{-\frac{(q+1)}{2}}} \frac{F(z \xi)}{z^{n+1}} d z\right| \leq K 2^{\frac{n(q+1)}{2}}
$$

Then, by using the polarization identity, we derive

$$
\sup \left\{\left|\left\langle F_{n}, \xi_{1} \widehat{\otimes} \cdots \widehat{\otimes} \xi_{n}\right\rangle\right|, \xi_{1}, \cdots, \xi_{n} \in \mathcal{U}_{p, q}\right\} \leq K 2^{\frac{n(q+1)}{2}} \frac{n^{n}}{n!}
$$

Therefore, for $s \geq 0$, we have

$$
\begin{align*}
\left|F_{n}\right|_{-(p+s)}^{2} & =\sum_{j_{1}, \cdots, j_{n}=0}^{\infty}\left|\left\langle F_{n}, \mathcal{H}_{\beta, j_{1}} \otimes \cdots \otimes \mathcal{H}_{\beta, j_{n}}\right\rangle\right|^{2} \lambda_{\beta, j_{1}}^{-2(p+s)} \cdots \lambda_{\beta, j_{n}}^{-2(p+s)} \\
& =\sum_{j_{1}, \cdots, j_{n}=0}^{\infty}\left|\left\langle F_{n}, \lambda_{\beta, j_{1}}^{-p} \mathcal{H}_{\beta, j_{1}} \otimes \cdots \otimes \lambda_{\beta, j_{n}}^{-p} \mathcal{H}_{\beta, j_{n}}\right\rangle\right|^{2} \lambda_{\beta, j_{1}}^{-2 s} \cdots \lambda_{\beta, j_{n}}^{-2 s} \\
& \leq K^{2} 2^{n(q+1)} \frac{n^{2 n}}{n!^{2}} \sum_{j_{1}, \cdots, j_{n}=0}^{\infty} \lambda_{\beta, j_{1}}^{-2 s} \cdots \lambda_{\beta, j_{n}}^{-2 s} \\
& \leq K^{2}\left(e 2^{\frac{q+1}{2}}\right)^{2 n}\left\|A_{\beta}^{-s}\right\|_{H S}^{2 n} \tag{18}
\end{align*}
$$

We put $\Phi(w)=\sum_{n=0}^{\infty} \frac{2^{n}(\beta+1)_{n}}{(2 \beta)_{n}}\left\langle: w^{\otimes n}:_{\beta}, F_{n}\right\rangle$. For $s, q^{\prime} \geq 0$, inequality (18) yields

$$
\begin{aligned}
\|\Phi\|_{\beta,-(p+s),-q^{\prime}}^{2} & =\sum_{n=0}^{+\infty} 2^{-n q^{\prime}} M_{\beta, n} \frac{2^{2 n}(\beta+1)_{n}^{2}}{(2 \beta)_{n}^{2}}\left|F_{n}\right|_{-(p+s)}^{2} \\
& \leq K^{2} \sum_{n=0}^{+\infty} \frac{(\beta+1)_{n}}{(\beta)_{n}(2 \beta)_{n}}\left(e^{2} 2^{q-q^{\prime}+1}\left\|A_{\beta}^{-s}\right\|_{H S}^{2}\right)^{n}
\end{aligned}
$$

Choose $q^{\prime} \in \mathbb{N}$ such that $e^{2} 2^{q-q^{\prime}+1}\left\|A_{\beta}^{-s}\right\|_{H S}^{2}<1$, then the last series converges. This shows that $\Phi \in\left(\mathcal{N}_{\beta}\right)^{*}$. Furthermore, it is clear that $S_{\beta} \Phi(\xi)=\sum_{n=0}^{+\infty}\left\langle F_{n}, \xi^{\otimes n}\right\rangle=F(\xi)$. Thus, we have found $\Phi \in\left(\mathcal{N}_{\beta}\right)^{*}$ such that $S_{\beta} \Phi=F$. This proves that $S_{\beta}$ is surjective and bicontinuous.

To characterize the space $\left(\mathcal{N}_{\beta}\right)$ we start by the definition of the $S_{\beta^{-}}$ transform of test functions. First of all, note that for any $z \in \mathcal{N}_{\beta}^{\prime}$, we can define the $\beta$-exponential $e_{\beta}(z, \cdot)$ in $\left(\mathcal{N}_{\beta}\right)^{*}$. Indeed, for $p \in \mathbb{N}$ such that $z \in \mathcal{N}_{\beta,-p, c}$, similarly as in (14), we consider the decomposition

$$
e_{\beta}(z, w):=\sum_{n=0}^{+\infty} \frac{2^{n}}{n!}(\beta)_{n}\left\langle: w^{\otimes n}:_{\beta}, z^{\otimes n}\right\rangle .
$$

Then, for $q \in \mathbb{N}$, we have

$$
\left\|e_{\beta}(z, \cdot)\right\|_{\beta,-p,-q}^{2}=\sum_{n=0}^{+\infty} 2^{-n q} M_{\beta, n}(\beta)_{n}^{2} \frac{4^{n}}{(n!)^{2}}\left|z^{\otimes n}\right|_{-p}^{2}=G_{\beta}\left(2^{-q}|z|_{-p}^{2}\right)<\infty
$$

if and only if $2^{-q}|z|_{-p}^{2}<1$. Hence, for all $z \in \mathcal{N}_{\beta}^{\prime}$ with $2^{-q}|z|_{-p}^{2}<1$, we can define the $S_{\beta}$-transform of $\varphi \in\left(\mathcal{N}_{\beta}\right)$ as

$$
\begin{equation*}
S_{\beta} \varphi(z):=\left\langle\left\langle e_{\beta}(z, \cdot), \varphi\right\rangle\right\rangle . \tag{19}
\end{equation*}
$$

Thus, for $\varphi \in\left(\mathcal{N}_{\beta, p}\right)_{q}$, (19) defines $S_{\beta} \varphi$ as a function on the following open neighborhood of zero

$$
\mathcal{U}_{-p,-q}=\left\{z \in \mathcal{N}_{\beta,-p, c} ; 2^{-q}|z|_{-p}^{2}<1\right\}
$$

Let $\mathcal{H}\left(\mathcal{N}_{\beta, c}^{\prime}\right)$ stands for the space of all entire functions on $\mathcal{N}_{\beta, c}^{\prime}$. By definition, any $\varphi \in \mathcal{H}\left(\mathcal{N}_{\beta, c}^{\prime}\right)$ is an entire function on any $\mathcal{N}_{\beta,-p, c}, p \in \mathbb{N}$. For $p, q \in \mathbb{N}$, we define the Banach space

$$
\operatorname{Hyp}^{-q}\left(\mathcal{N}_{\beta,-p, c}\right)=\left\{f \in \mathcal{H}\left(\mathcal{N}_{\beta,-p, c}\right) ;\|f\|_{\beta,-p,-q}<\infty\right\}
$$

where

$$
\|f\|_{\beta,-p,-q}:=\sup _{z \in \mathcal{U}_{-p,-q}}\left\{|f(z)| G_{\beta}^{-1 / 2}\left(2^{-q}|z|_{-p}^{2}\right)\right\}
$$

We denote by $\operatorname{Hyp}\left(\mathcal{N}_{\beta, c}^{\prime}\right)$ the subspace of $\mathcal{H}\left(\mathcal{N}_{\beta, c}^{\prime}\right)$ of all entire functions on $\mathcal{N}_{\beta, c}^{\prime}$ with hypergeometric growth and minimal type, i.e.

$$
\operatorname{Hyp}\left(\mathcal{N}_{\beta, c}^{\prime}\right)=\bigcap_{p, q \geq 0} \operatorname{Hyp}^{-q}\left(\mathcal{N}_{\beta,-p, c}\right)
$$

With the above definition, we have the following characterization theorem for test functions.

Theorem 4.2. The $S_{\beta}$-transform defines a topological isomorphism of the space of test functions $\left(\mathcal{N}_{\beta}\right)$ onto the space $\operatorname{Hyp}\left(\mathcal{N}_{\beta, c}^{\prime}\right)$

Proof. Let $\varphi \in\left(\mathcal{N}_{\beta}\right)$ be given. For $p, q \in \mathbb{N}$ and $z \in \mathcal{U}_{-p,-q}$, Cauchy's inequality yields

$$
\begin{aligned}
\left|S_{\beta} \varphi(z)\right| & \leq \sum_{n=0}^{+\infty} \frac{(2 \beta)_{n}}{2^{n}(\beta+1)_{n}}\left|\varphi^{(n)}\right|_{p}|z|_{-p}^{n} \\
& \leq\left(\sum_{n=0}^{+\infty} 2^{n q} M_{\beta, n}\left|\varphi^{(n)}\right|_{p}^{2}\right)^{1 / 2}\left(\sum_{n=0}^{+\infty} \frac{2^{-n q}(2 \beta)_{n}^{2}}{2^{2 n}(\beta+1)_{n}^{2} M_{\beta, n}}|z|_{-p}^{2 n}\right)^{1 / 2} \\
& \leq\|\varphi\|_{\beta, p, q}\left[G_{\beta}\left(2^{-q}|z|_{-p}^{2}\right)\right]^{1 / 2}
\end{aligned}
$$

This proves that $S_{\beta}$ is injective and continuous from $\left(\mathcal{N}_{\beta}\right)$ to $\operatorname{Hyp}\left(\mathcal{N}_{\beta, c}^{\prime}\right)$.
Conversely, let $u \in \operatorname{Hyp}\left(\mathcal{N}_{\beta, c}^{\prime}\right)$ be given. There exist $p, q \in \mathbb{N}$ such that

$$
u(z)=\sum_{n=0}^{+\infty}\left\langle u_{n}, z^{\otimes n}\right\rangle=\sum_{n=0}^{+\infty} D_{z}^{n} u(0)
$$

converges uniformly and bounded on $\mathcal{U}_{-p,-q}$. For $z \in \mathcal{N}_{\beta, c}^{\prime}$ with $|z|_{-p}=1$ and $\lambda \in \mathbb{C}$ such that $|\lambda|<2^{q / 2}$, as $u$ is bounded by a constant $c$ on $\mathcal{U}_{-p,-q}$, Cauchy's integral formula yields

$$
\left|\left\langle u_{n}, z^{\otimes n}\right\rangle\right|=\left|\frac{1}{2 i \pi} \int_{|\lambda|=2^{\frac{q-1}{2}}} \frac{u(\lambda z)}{\lambda^{n+1}} d \lambda\right| \leq c 2^{\frac{-n(q-1)}{2}}
$$

The polarization identity gives

$$
\begin{equation*}
\sup \left\{\left|\left\langle u_{n}, z_{1} \widehat{\otimes} \cdots \widehat{\otimes} z_{n}\right\rangle\right|, z_{1}, \cdots, z_{n} \in \mathcal{U}_{-p,-q}\right\} \leq c 2^{\frac{-n(q-1)}{2}} \frac{n^{n}}{n!} . \tag{20}
\end{equation*}
$$

For given $p^{\prime} \in \mathbb{N}$, we choose $p \in \mathbb{N}$ such that the embedding operator $i_{p^{\prime}, p}: \mathcal{N}_{\beta,-p^{\prime}} \longrightarrow \mathcal{N}_{\beta,-p}$ is Hilbert-Schmidt. Let $\left(e_{j}\right)_{j \in \mathbb{N}}$ be a complete orthonormal system in $\mathcal{N}_{\beta,-p^{\prime}}$. Then (20) gives

$$
\begin{align*}
\left|u_{n}\right|_{p^{\prime}}^{2} & =\sum_{j_{1}, \cdots, j_{n}=0}^{\infty}\left|\left\langle u_{n}, e_{j_{1}} \widehat{\otimes} \cdots \widehat{\otimes} e_{j_{n}}\right\rangle\right|^{2} \\
& \leq c^{2} 2^{-n(q-1)} \frac{n^{2 n}}{(n!)^{2}} \sum_{j_{1}, \cdots, j_{n}=0}^{\infty}\left|i_{p^{\prime}, p} e_{j_{1}}\right|_{-p}^{2} \cdots\left|i_{p^{\prime}, p} e_{j_{n}}\right|_{-p}^{2} \\
& \leq c^{2}\left(e 2^{-\frac{q-1}{2}}\left\|i_{p^{\prime}, p}\right\|_{H S}\right)^{2 n} . \tag{21}
\end{align*}
$$

Put $\varphi(w)=\sum_{n=0}^{\infty} \frac{2^{n}(\beta+1)_{n}}{(2 \beta)_{n}}\left\langle: w^{\otimes n}:_{\beta}, u_{n}\right\rangle$. Then, the formula (21) yields

$$
\begin{aligned}
\|\varphi\|_{\beta, p^{\prime}, q^{\prime}}^{2} & =\sum_{n=0}^{+\infty} 2^{n q^{\prime}} M_{\beta, n} \frac{2^{2 n}(\beta+1)_{n}^{2}}{(2 \beta)_{n}^{2}}\left|u_{n}\right|_{p^{\prime}}^{2} \\
& \leq c^{2} \sum_{n=0}^{+\infty} \frac{(\beta+1)_{n}}{(\beta)_{n}(2 \beta)_{n}}\left(e^{2} 2^{q^{\prime}-q+1}\left\|i_{p^{\prime}, p}\right\|_{H S}^{2}\right)^{n} .
\end{aligned}
$$

If we choose $q^{\prime} \in \mathbb{N}$ such that $e^{2} 2^{q^{\prime}-q+1}\left\|i_{p^{\prime}, p}\right\|_{H S}^{2}<1$, the last series converges and then $\varphi \in\left(\mathcal{N}_{\beta}\right)$. Furthermore, we get $S_{\beta} \varphi(z)=\sum_{n=0}^{+\infty}\left\langle u_{n}, z^{\otimes n}\right\rangle=$
$u(z)$. Thus, we have found $\varphi \in\left(\mathcal{N}_{\beta}\right)$ such that $S_{\beta} \varphi=u$. This proves that $S_{\beta}$ is surjective and bicontinuous.
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In the 2002 AMS summer conference on "Advances in Quantum Dynamics" in Mount Holyoke Robert Powers proposed a sum operation for spatial $E_{0}$ semigroups. Still during the conference Skeide showed that the Arveson system of that sum is the product of spatial Arveson systems. This product may but need not coincide with the tensor product of Arveson systems. The Powers sum of two spatial $E_{0}$-semigroups is, therefore, up to cocycle conjugacy Skeide's product of spatial noises.
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[^1]
## 1. Introduction

Let $\vartheta^{i}=\left(\vartheta_{t}^{i}\right)_{t \in \mathbb{R}_{+}}(i=1,2)$ be two $E_{0}$-semigroups on $\mathscr{B}(H)$ with associated Arveson systems $\mathfrak{H}^{i \otimes}=\left(\mathfrak{H}_{t}^{i}\right)_{t \in \mathbb{R}_{+}}$(Arveson ${ }^{1}$ ). Furthermore, let $\Omega^{i}=\left(\Omega_{t}^{i}\right)_{t \in \mathbb{R}_{+}} \subset \mathscr{B}(H)$ be two semigroups of intertwining isometries for $\vartheta^{i}$ (units). Then

$$
T_{t}\left(\begin{array}{cc}
a_{11} & a_{12}  \tag{*}\\
a_{21} & a_{22}
\end{array}\right)=\left(\begin{array}{cc}
\vartheta_{t}^{1}\left(a_{11}\right) & \Omega_{t}^{1} a_{12} \Omega_{t}^{2^{*}} \\
\Omega_{t}^{2} a_{12} \Omega_{t}^{1^{*}} & \vartheta_{t}^{2}\left(a_{22}\right)
\end{array}\right)
$$

defines a CP-semigroup $T=\left(T_{t}\right)_{t \in \mathbb{R}_{+}}$on $\mathscr{B}(H \oplus H)$. In the 2002 AMS summer conference on "Advances in Quantum Dynamics" Robert Powers asked for the Arveson system associated with $T$ (Bhat, ${ }^{4}$ Arveson ${ }^{2}$ ). During that conference (see Ref. ${ }^{20}$ ) Skeide showed that this product system is nothing but the product of the spatial product systems introduced in Skeide ${ }^{23}$ (published first in 2001). Meanwhile, Powers has formalized the above sum operation in Ref. ${ }^{18}$ and he has proved that the product may, but need not coincide with the tensor product of the involved Arveson systems, a fact suspected already in Ref. ${ }^{11,20}$

In these notes we extend Powers' construction to the case of spatial $E_{0}$-semigroups $\vartheta^{i}$ on $\mathscr{B}^{a}\left(E^{i}\right)$ where $E^{i}$ are Hilbert $\mathcal{B}$-modules. We obtain the same result as in Ref., ${ }^{20}$ namely, the product system of the minimal dilation of the CP-semigroup on $\mathscr{B}^{a}\left(E^{1} \oplus E^{2}\right)$ defined in analogy with (*) is the product of spatial product systems from Ref. ${ }^{23}$

Like in Ref., ${ }^{20}$ it is crucial to understand the following point (on which we will spend some time in Section 3): In Bhat and Skeide ${ }^{9}$ to every CPsemigroup on a $C^{*}$-algebra $\mathcal{B}$ a product system of $\mathcal{B}$-algebra has been constructed. However, the $C^{*}$-algebra in question here is $\mathscr{B}^{a}\left(E^{1} \oplus E^{2}\right)$, where $\mathscr{B}^{a}(E)$ denotes the algebra of all adjointable operators on a Hilbert module $E$. So what has the product system of $\mathscr{B}^{a}\left(E^{1} \oplus E^{2}\right)$-correspondences to do with the product systems of the $E_{0}$-semigroups $\vartheta^{1}$ and $\vartheta^{2}$, which are product systems of $\mathcal{B}$-correspondences? The answer to this question, like in Ref., ${ }^{20}$ will allow to construct the Arveson system of a CP-semigroup on $\mathscr{B}(H)$ without having to find first its minimal dilation. To understand even the Hilbert space case already requires, however, module techniques.

In Section 2 we repeat the necessary facts about product systems (in particular, spatial ones and their product) and how they are derived from CP-semigroups and $E_{0}$-semigroups. Section 3 , introduces the new construction of the product system of $\mathcal{B}$-correspondences assocociated with a strict CP-semigroup on $\mathscr{B}^{a}(E)$ for some Hilbert $\mathcal{B}$-module $E$. In Section 4, fi-
nally, we put together all the results from the preceding sections to prove our claim.

## 2. Product systems, CP-semigroups, $E_{0}$-semigroups and dilations

Throughout these notes, by $\mathcal{B}$ we denote a unital $C^{*}$-algebra. There are no spatial product systems where $\mathcal{B}$ is nonunital. There is no reasonable notion of unit for product systems of correspondences over nonunital $C^{*}$-algebras, where $\mathcal{B}$ could not easily be substituted by a unital ideal of $\mathcal{B}$.

### 2.1. Product systems

Product systems of Hilbert modules (product system for short) occurred in different contexts in Bhat and Skeide, ${ }^{9}$ Skeide, ${ }^{19}$ Muhly and Solel ${ }^{13}$ and other more recent publications. Let $\mathcal{B}$ be a unital $C^{*}$-algebra. A product system is a family $E^{\odot}=\left(E_{t}\right)_{t \in \mathbb{R}_{+}}$of correspondences $E_{t}$ over $\mathcal{B}$ (that is, a (right) Hilbert $\mathcal{B}$-module with a unital representation of $\mathcal{B}$ ) with an associative identification

$$
E_{s} \odot E_{t}=E_{s+t},
$$

where $E_{0}=\mathcal{B}$ and for $s=0$ or $t=0$ we get the canonical identifications. By $\odot$ we denote the (internal) tensor product of correspondences.

If we want to emphasize that we do not put any technical condition, we say algebraic product system. There are concise definitions of continuous ${ }^{21}$ and measurable (separable!) ${ }^{10}$ product systems of $C^{*}$ correspondences, and measurable (separable pre-dual!) ${ }^{14}$ product systems of $W^{*}$-correspondences. Skeide ${ }^{24}$ will discuss strongly continuous product systems of von Neumann correspondences. We do not consider such constraints in these notes. We just mention for the worried reader the result from Ref. ${ }^{21,23}$ that the product of continuous spatial product systems is continuous.

### 2.2. Units

A unit for a product system $E^{\odot}$ is family $\xi^{\odot}=\left(\xi_{t}\right)_{t \in \mathbb{R}_{+}}$of elements $\xi_{t} \in E_{t}$ such that

$$
\xi_{s} \odot \xi_{t}=\xi_{s+t}
$$

and $\xi_{0}=\mathbf{1} \in \mathcal{B}=E_{0}$. A unit may be unital $\left(\left\langle\xi_{t}, \xi_{t}\right\rangle=\mathbf{1} \forall t \in \mathbb{R}_{+}\right)$, contractive $\left(\left\langle\xi_{t}, \xi_{t}\right\rangle \leq \mathbf{1} \forall t \in \mathbb{R}_{+}\right)$, or central $\left(b \xi_{t}=\xi_{t} b \forall t \in \mathbb{R}_{+}, b \in \mathcal{B}\right)$.

We do not pose technical conditions on the unit. But, sufficiently continuous units can be used to pose technical conditions on the product system in a nice way; see Ref. ${ }^{20}$

### 2.3. The product system of a CP-semigroup

Let $T=\left(T_{t}\right)_{t \in \mathbb{R}_{+}}$be a (not necessarily unital) CP-semigroup on a unital $C^{*}$-algebra $\mathcal{B}$. According to Bhat and Skeide ${ }^{9}$ there exists a product system $E^{\odot}$ with a unit $\xi^{\odot}$ determined uniquely up to isomorphism (of the pair $\left.\left(E^{\odot}, \xi^{\odot}\right)\right)$ by the following properties:
(1) $\left\langle\xi_{t}, b \xi_{t}\right\rangle=T_{t}(b)$.
(2) $E^{\odot}$ is generated by $\xi^{\odot}$, that is, the smallest subsystem of $E^{\odot}$ containing $\xi^{\odot}$ is $E^{\odot}$.

In analogy with Paschke's ${ }^{16}$ GNS-construction for CP-maps, we call $\left(E^{\odot}, \xi^{\odot}\right)$ the $\boldsymbol{G N S}$-system of $T$ and we call $\xi^{\odot}$ the cyclic unit. In fact, $\mathscr{E}_{t}=\overline{\operatorname{span}} \mathcal{B} \xi_{t} \mathcal{B}$ is the GNS-module of $T_{t}$ with cyclic vector $\xi_{t}$. For the comparison of the product system of Powers' CP-semigroup with a product of product systems it is important to note that

$$
\begin{align*}
E_{t} & =\overline{\operatorname{span}\left\{x_{t_{n}}^{n} \odot \ldots \odot x_{t_{1}}^{1}: n \in \mathbb{N}, t_{n}+\ldots+t_{1}=t, x_{t_{k}}^{k} \in \mathscr{E}_{t_{k}}\right\}}  \tag{1}\\
& =\overline{\operatorname{spanan}}\left\{b_{n} \xi_{t_{n}} \odot \ldots \odot b_{1} \xi_{t_{1}} b_{0}: n \in \mathbb{N}, t_{n}+\ldots+t_{1}=t, b_{k} \in \mathcal{B}\right\} .
\end{align*}
$$

In fact, the product system $E_{t}$ can be obtained as an inductive limit of the expressions $\mathscr{E}_{t_{n}} \odot \ldots \odot \mathscr{E}_{t_{1}}$ over refinement of the partitions $t_{n}+\ldots+t_{1}=t$ of $[0, t]$.

### 2.4. The product system of an $\boldsymbol{E}_{0}$-semigroup on $\mathscr{B}^{a}(\boldsymbol{E})$

Let $E$ be a Hilbert $\mathcal{B}$-module with a unit vector $\xi$ (that is, $\langle\xi, \xi\rangle=\mathbf{1}$ ) and let $\vartheta=\left(\vartheta_{t}\right)_{t \in \mathbb{R}_{+}}$be an $E_{0}$-semigroup (that is, a semigroup of unital endomorphisms) on $\mathscr{B}^{a}(E)$. Let us denote by $x y^{*}(x, y \in E)$ the rank-one operator

$$
x y^{*}: z \longmapsto x\langle y, z\rangle .
$$

Then $p_{t}:=\vartheta_{t}\left(\xi \xi^{*}\right)$ is a projection and the range $E_{t}:=p_{t} E$ is a Hilbert $\mathcal{B}$-submodule of $E$. By defining the (unital!) left action $b x_{t}=\vartheta_{t}\left(\xi b \xi^{*}\right) x_{t}$ we turn $E_{t}$ into a $\mathcal{B}$-correspondence. One easily checks that

$$
x \odot y_{t} \longmapsto \vartheta_{t}\left(x \xi^{*}\right) y_{t}
$$

defines an isometry $u_{t}: E \odot E_{t} \rightarrow E$. Clearly, if $\vartheta_{t}$ is strict (that is, precisely, if $\left.\overline{\operatorname{span}} \vartheta_{t}\left(E E^{*}\right) E=E\right)$, then $u_{t}$ is a unitary. Identifying $E=E \odot E_{t}$ and using the semigroup property, we find

$$
\begin{equation*}
\vartheta_{t}(a)=a \odot \operatorname{id}_{E_{t}} \quad\left(E \odot E_{s}\right) \odot E_{t}=E \odot\left(E_{s} \odot E_{t}\right) \tag{2}
\end{equation*}
$$

The restriction of $u_{t}$ to $E_{s} \odot E_{t}$ is a bilinear unitary onto $E_{s+t}$ and the preceding associativity reads now $\left(E_{r} \odot E_{s}\right) \odot E_{t}=E_{r} \odot\left(E_{s} \odot E_{t}\right)$. Obviously, $E_{0}=\mathcal{B}$ and the identifications $E_{t} \odot E_{0}=E_{t}=E_{0} \odot E_{t}$ are the canonical ones. Thus, $E^{\odot}=\left(E_{t}\right)_{t \in \mathbb{R}_{+}}$is a product system.

For $E_{0}$-semigroups on $\mathscr{B}(H)$ the preceding construction is due to Bhat, ${ }^{4}$ the extension to Hilbert modules to Skeide. ${ }^{19}$ We would like to mention that Bhat's construction does not give the Arveson system of an $E_{0}$-semigroup, but its opposite Arveson system (all orders in tensor products reversed). By Tsirelson ${ }^{25}$ the two need not be isomorphic. For Hilbert $C^{*}$-modules Arveson's construction does not work. For von Neumann modules it works, but gives a product system of von Neumann correspondences over $\mathcal{B}^{\prime}$, the commutant of $\mathcal{B}$; see Ref. ${ }^{20,22}$

Existence of a unit vector is not a too hard requirement, as long as $\mathcal{B}$ is unital. (If $E$ has no unit vector, then a finite multiple $E^{n}$ will have one; see Ref. ${ }^{22}$ And product systems do not change under taking direct sums.) We would like to mention a further method to construct the product system of an $E_{0}$-semigroup, that works also for nonunital $\mathcal{B}$. It relies on the representations theory of $\mathscr{B}^{a}(E)$ in Muhly, Skeide and Solel. ${ }^{15}$ See Ref. ${ }^{22}$ for details.

### 2.5. Dilation and minimal dilation

Suppose $E^{\odot}$ is a product system with a unit $\xi^{\odot}$. Clearly, $T_{t}:=\left\langle\xi_{t}, \bullet \xi_{t}\right\rangle$ defines a CP-semigroup $T=\left(T_{t}\right)_{t \in \mathbb{R}_{+}}$, which is unital, if and only if $\xi^{\odot}$ is unital. Obviously, $E^{\odot}$ is the product systems of $T$, if and only if it is generated by $\xi^{\odot}$.

If $\xi^{\odot}$ is unital, then we may embed $E_{t}$ as $\xi_{s} \odot E_{t}$ into $E_{s+t}$. This gives rise to an inductive limit $E$ and a factorization $E=E \odot E_{t}$, fulfilling the associativity condition in (2). It follows that $\vartheta_{t}(a)=a \odot \mathrm{id}_{E_{t}}$ defines an $E_{0}$-semigroup $\vartheta=\left(\vartheta_{t}\right)_{t \in \mathbb{R}_{+}}$on $\mathscr{B}^{a}(E)$. The embedding $E_{t} \rightarrow E_{s+t}$ is, in general, only right linear so that, in general, $E$ is only a right Hilbert module.

Under the inductive limit all $\xi_{t} \in E_{t} \subset E$ correspond to the same unit vector $\xi \in E$. Moreover, $\xi=\xi \odot \xi_{t}$, so that the vector expectation $\varphi:=\langle\xi, \bullet \xi\rangle$ fulfills $\varphi \circ \vartheta_{t}\left(\xi b \xi^{*}\right)=T_{t}(b)$, that is, $(E, \vartheta, \xi)$ is a weak dilation
of $T$ in the sense of Ref. ${ }^{8,9}$ Clearly, the product system of $\vartheta$ (constructed with the unit vector $\xi$ ) is $E^{\odot}$.

Suppose $\vartheta$ is a strict $E_{0}$-semigroup on some $\mathscr{B}^{a}(E)$ and that $\xi$ is a unit vector in $E$. One may show (see Ref. ${ }^{19}$ ) that $T_{t}(b):=\varphi \circ \vartheta_{t}\left(\xi b \xi^{*}\right)$ defines a (necessarily unital) CP-semigroup (which it dilates), if and only if the projections $p_{t}:=\vartheta_{t}\left(\xi \xi^{*}\right)$ increase. In this case, the product system $E^{\odot}$ of $\vartheta$ has a unit $\xi^{\odot}=\left(\xi_{t}\right)_{t \in \mathbb{R}_{+}}$with $\xi_{t}:=p_{t} \xi$, which fulfills $T_{t}=\left\langle\xi_{t}, \bullet \xi_{t}\right\rangle$. We say the weak dilation $(E, \vartheta, \xi)$ of $T$ is minimal, if the flow $j_{t}(b):=\vartheta_{t}\left(\xi b \xi^{*}\right)$ generates $E$ out of $\xi$. One may show that this is the case, if and only if the product system of $\vartheta$ coincides with the product system of $T$. The minimal (weak) dilation is determined up to suitable unitary equivalence.

Remark 2.1. We would like to emphasize that in order to construct the minimal dilation of a unital CP-semigroup $T$, we first constructed the product system of $T$ and then constructed the dilating $E_{0}$-semigroup $\vartheta$ (giving back the product system of $T$ ). It is not necessary to pass through minimal dilation to obtain the product system of $T$, but rather the other way round.

### 2.6. Spatial product systems

Following Ref., ${ }^{23}$ we call a product system $E^{\odot}$ spatial, if it has a central unital reference unit $\omega^{\odot}=\left(\omega_{t}\right)_{t \in \mathbb{R}_{+}}$. The choice of the reference unit is part of the spatial structure, so we will write a pair $\left(E^{\odot}, \omega^{\odot}\right)$. For instance, a morphism $w^{\odot}: E^{\odot} \rightarrow F^{\odot}$ between product systems $E^{\odot}$ and $F^{\odot}$ is a family $w^{\odot}=\left(w_{t}\right)_{t \in \mathbb{R}_{+}}$of mappings $w_{t} \in \mathscr{B}^{a, b i l}\left(E_{t}, F_{t}\right)$ (that is, bilinear adjointable mappings from $E_{t}$ to $F_{t}$ ) fulfilling $w_{s} \odot w_{t}=w_{s+t}$ and $w_{0}=\mathrm{id}_{\mathcal{B}}$. To be a spatial morphism of spatial product systems, $w^{\odot}$ must send the reference unit of $E^{\odot}$ to the reference unit of $F^{\odot}$.

Our definition matches that of Powers ${ }^{17}$ in that an $E_{0}$-semigroup $\vartheta$ on $\mathscr{B}^{a}(E)$ admits a so-called intertwining semigroup of isometries, if and only if the product system of $\vartheta$ is spatial. It does not match the usual definition for Arveson systems, where an Arveson system is spatial, if it has a unit. The principle result of Barreto, Bhat, Liebscher and Skeide ${ }^{3}$ asserts that a product system of von Neumann correspondences is spatial, if it has a (continuous) unit. But, for Hilbert modules this statement fails. In fact, we show in Ref. ${ }^{6}$ that, unlike for Arveson systems, a subsystem of a product system of Fock modules need not be spatial (in particular, it need not be Fock).

There are many interesting questions about spatial product systems, open even in the Hilbert space case. Does the spatial structure of the spatial
product system depend on the choice of the reference unit? The equivalent question is, whether every spatial product system is amenable ${ }^{5}$ in the sense that the product system automorphisms act transitively on the set of units. Tsirelson ${ }^{26}$ claims they are not. But, still there is a gap that has not yet been filled. In contrast to this, the question raised by Powers, ${ }^{18}$ whether the product defined in the next section depends on the reference units, or not, we can answer in the negative sense; see Ref. ${ }^{7}$

### 2.7. The product of spatial product systems

The basic motivation of Ref. ${ }^{23}$ was to define an index of a product system and to find a product of product systems under which the index is additive. Both problems could not be solved in full generality, but precisely for the category of spatial product systems.

The mentioned result Ref. ${ }^{6}$ is one of the reasons why it is hopeless to define an index for nonspatial product systems. However, once accepted the necessity to restrict to spatial product systems (anyway, the index of a nonspatial Arveson systems is somewhat an artificial definition), everything works as we know it from Arveson systems, provided we indicate the good product operation.

In the theory of Arveson systems, there is the tensor product (of arbitrary Arveson systems). However, for modules this does not work. (You may write down the tensor product of correspondences, but, in general, it is not possible to define a product system structure.)

The product of two spatial product systems $E^{i \odot}(i=1,2)$ with reference units $\omega^{i \odot}$ is the spatial product system $\left(E^{1} \odot E^{2}\right) \odot$ with reference unit $\omega^{\odot}$ which is characterized uniquely up to spatial isomorphism by the following properties:
(1) There are spatial isomorphisms $w^{i \odot}$ from $E^{i \odot}$ onto subsystems of $\left(E^{1} \odot E^{2}\right) \odot$
(2) $\left(E^{1} \odot E^{2}\right)^{\odot}$ is generated by these two subsystems.
(3) $\left\langle w_{t}^{1}\left(x_{t}^{1}\right), w_{t}^{2}\left(y_{t}^{2}\right)\right\rangle=\left\langle x_{t}^{1}, \omega_{t}^{1}\right\rangle\left\langle\omega_{t}^{2}, y_{t}^{2}\right\rangle$.

Existence of the product follows by an inductive limit; see Ref. ${ }^{23}$ By Condition 1 we may and, usually, will identify the factors as subsystem of the product. Condition 3 means, roughly speaking, that the reference units of the two factors are identified, while components from different factors which are orthogonal to the respective reference unit are orthogonal in the
product. Condition 2 means that

$$
\begin{aligned}
& \left.\left(E^{1} \odot E^{2}\right)_{t}=\overline{\operatorname{span}\left\{x_{t_{n}}^{n} \odot \ldots \odot x_{t_{1}}^{1}:\right.} \quad n \in \mathbb{N}, t_{n}+\ldots+t_{1}=t, x_{t_{k}}^{k} \in E_{t_{k}}^{i}(i=1,2)\right\} .
\end{aligned}
$$

It is important to note (crucial exercise!) that this may be rewritten in the form

$$
\begin{align*}
& \left(E^{1} \odot E^{2}\right)_{t}=\overline{\operatorname{span}}\left\{x_{t_{n}}^{n} \odot \ldots \odot x_{t_{1}}^{1}:\right. \\
& \left.\quad n \in \mathbb{N}, t_{n}+\ldots+t_{1}=t, x_{t_{k}}^{k} \in \mathscr{E}_{t_{k}}^{i}(i=1,2)\right\}, \tag{3}
\end{align*}
$$

where we put $\mathscr{E}_{t}:=\mathcal{B} \omega_{t} \oplus\left(E_{t}^{1} \ominus \mathcal{B} \omega_{t}^{1}\right) \oplus\left(E_{t}^{2} \ominus \mathcal{B} \omega_{t}^{2}\right)$ (the direct sum of $E^{1}$ and $E^{2}$ with "identification of the reference vectors" and denoting the new reference vector by $\omega_{t}$ ). Written in that way, it is easy to see that the subspaces are actually increasing over the partitions $t_{n}+\ldots+t_{1}=t$ of $[0, t]$. This gives an idea how to obtain the product as an inductive limit; see Ref. ${ }^{23}$

## 3. The product system of $\mathcal{B}$-correspondences of a CP-semigroup on $\mathscr{B}^{a}(\boldsymbol{E})$

In Section 2.3 we have said what the product system of CP-semigroup on $\mathcal{B}$ is. It is a product system of $\mathcal{B}$-correspondences. On the other hand, if $\mathscr{B}(H)$-people speak about the product system of a unital CP-semigroup on $\mathscr{B}(H)$, they mean an Arveson system, that is, a product system of Hilbert spaces. Following Bhat ${ }^{4}$ and Arveson, ${ }^{2}$ the Arveson system of a unital CPsemigroup is the Arveson system of its minimal dilating $E_{0}$-semigroup. (To be specific, we mean the product system constructed as in Section 2.4 following Ref., ${ }^{4}$ not the product system constructed in Ref., ${ }^{1}$ which is antiisomorphic to the former.) A precise understanding of the relation between the two product systems, one of $\mathscr{B}(H)$-modules, the other of Hilbert spaces, will allow to avoid the construction of the minimal dilation. But we will discuss it immediately for CP-semigroups on $\mathscr{B}^{a}(E)$.

Suppose we have a Hilbert $\mathscr{B}^{a}(E)$-module $F$. Then we may define the Hilbert $\mathcal{B}$-module $F \odot E$. Every $y \in F$ gives rise to a mapping $y \odot$ id $\in$ $\mathscr{B}^{a}(E, F \odot E)$ defined by $\left(y \odot \operatorname{id}_{E}\right) x=y \odot x$ with adjoint $y^{*} \odot \mathrm{id}_{E}: y^{\prime} \odot x \mapsto$ $\left\langle y, y^{\prime}\right\rangle x$. These mappings fulfill $\left(y \odot \operatorname{id}_{E}\right)^{*}\left(y^{\prime} \odot \mathrm{id}_{E}\right)=\left\langle y, y^{\prime}\right\rangle$ and $y a \odot \mathrm{id}_{E}=$ $\left(y \odot \mathrm{id}_{E}\right) a$ for every $a \in \mathscr{B}^{a}(E)$. Via $a \mapsto y \odot \mathrm{id}_{E}$ we may identify $F$ as a subset of $\mathscr{B}^{a}(E, F \odot E)$. This subset is strictly dense but, in general, it need not coincide. In fact, we have always $F \supset \mathscr{K}(E, F \odot E)$ where the compact operators between Hilbert $\mathcal{B}$-modules $E_{1}$ and $E_{2}$ are defined as $\mathscr{K}\left(E_{1}, E_{2}\right):=\overline{\operatorname{span}}\left\{x_{1} x_{2}^{*}: x_{i} \in E_{i}\right\}$, and $F=\mathscr{K}(E, F \odot E)$ whenever
the right multiplication is strict (in the same sense as left multiplication, namely, $\left.\overline{\text { span }} F E E^{*}=F\right)$.

Remark 3.1. The space $\mathscr{B}^{a}(E, F \odot E)$ may be thought of as the strict completion of $F$, and it is possible to define a strict tensor product of $\mathscr{B}^{a}(E)$-correspondences. We do not need this here, and refer the interested reader to Ref. ${ }^{22}$

Now suppose that $F$ is a $\mathscr{B}^{a}(E)$-correspondence with strict left action. If $E$ has a unit vector, then, doing as in Section 2.4, we see that $F$ factors into $E \odot F_{E}$ (where the $F_{E}$ is a suitable multiplicity correspondence from $\mathcal{B}$ to $\left.\mathscr{B}^{a}(E)\right)$ and $a \in \mathscr{B}^{a}(E)$ acts on $F=E \odot F_{E}$ as $a \odot \mathrm{id}_{F_{E}}$. For several reasons we do not follow Section 2.4, but refer to the representation theory of $\mathscr{B}^{a}(E)$ from Ref. ${ }^{15}$ This representation theory tells us that $F_{E}$ may be chosen as $E^{*} \odot F$, where $E^{*}$ is the dual $\mathcal{B}-\mathscr{B}^{a}(E)$-correspondence of $E$ with operations $\left\langle x^{*}, x^{\prime *}\right\rangle:=x x^{\prime *}$ and $b x^{*} a:=\left(a^{*} x b^{*}\right)^{*}$. Then, clearly,

$$
F=\overline{\operatorname{span}} \mathscr{K}(E) F=\mathscr{K}(E) \odot F=\left(E \odot E^{*}\right) \odot F=E \odot\left(E^{*} \odot F\right)=E \odot F_{E}
$$

explains both how the isomorphism is to be defined and what the action of $a$ is. Putting this together with the preceding construction, we obtain

$$
\mathscr{B}^{a}\left(E, E \odot E_{F}\right) \supset F \supset \mathscr{K}\left(E, E \odot E_{F}\right)=E \odot E_{F} \odot E^{*},
$$

where we defined the $\mathcal{B}$-correspondence $E_{F}:=E^{*} \odot F \odot E$.
Remark 3.2. We do not necessarily have equality $F=\mathscr{K}\left(E, E \odot E_{F}\right)$. But if we have (so that $F$ is a full Hilbert $\mathscr{K}(E)$-module), then the operation of tensor conjugation with $E^{*}$ may be viewed as an operation of Morita equivalence for correspondences in the sense of Muhly and Solel. ${ }^{12}$ In what follows, the generalization to Morita equivalence of product systems ${ }^{22}$ is in the background. An elaborate version for the strict tensor product (see Remark 3.1) can be found in Ref. ${ }^{22}$

We observe that the assignment (the functor, actually) $F \mapsto E_{F}:=$ $E^{*} \odot F \odot E$ respects tensor products. Indeed, if $F_{1}$ and $F_{2}$ are $\mathscr{B}^{a}(E)-$ correspondences with strict left actions, then

$$
\begin{align*}
E_{F_{1}} \odot E_{F_{2}} & =\left(E^{*} \odot F_{F_{1}} \odot E\right) \odot\left(E^{*} \odot F_{F_{2}} \odot E\right) \\
& =E^{*} \odot F_{F_{1}} \odot\left(E \odot E^{*} \odot F_{F_{2}}\right) \odot E  \tag{6}\\
& =E^{*} \odot F_{F_{1}} \odot F_{F_{2}} \odot E=E_{F_{1} \odot F_{2}} .
\end{align*}
$$

It is, clearly, associative. It respects inclusions and, therefore, inductive limits. If $E$ is full, then $E^{*} \odot \mathscr{B}^{a}(E) \odot E=\mathcal{B}$. We summarize:

Proposition 3.1. ${ }^{22}$ Suppose that $E$ is full (for instance, $E$ has a unit vector). Suppose that $F^{\odot}=\left(F_{t}\right)_{t \in \mathbb{R}_{+}}$is a product system of $\mathscr{B}^{a}(E)$ correspondences such that the left actions of all $F_{t}$ are strict.

Then the family $E^{\odot}=\left(E_{t}\right)_{t \in \mathbb{R}_{+}}$of $\mathcal{B}$-correspondences $E_{t}:=E^{*} \odot F_{t} \odot E$ with product system structure defined by (6) is a product system.

Moreover, if the $F_{t}$ are inductive limits over families $\mathscr{F}_{t}$, then the $E_{t}$ are inductive limits over the corresponding $\mathscr{E}_{\mathfrak{t}}:=E^{*} \odot \mathscr{F}_{\mathfrak{t}} \odot E$.

Theorem 3.1. Let $F^{\odot}$ be the GNS-system of a strict unital CP-semigroup $T$ on $\mathscr{B}^{a}(E)$, and denote by $(F, \theta, \zeta)$ the minimal dilation of $T$. Then $E^{\odot}$ (from Proposition 3.1) is the product system of the strict $E_{0}$-semigroup $\vartheta$ induced on $\mathscr{B}^{a}(F \odot E) \cong \mathscr{B}^{a}(F) \odot \mathrm{id}_{E}=\mathscr{B}^{a}(F)$ by $\theta$.

The triple $\left(F \odot E, \vartheta, p=\vartheta_{0}\left(\zeta \zeta^{*}\right)\right)$ is the unique minimal dilation of $T$ to the operators on a Hilbert $\mathcal{B}$-module in the sense that

$$
p(F \odot E)=\mathbf{1}_{\mathscr{B}^{a}(E)} \odot E=E
$$

and

$$
p \vartheta_{t}(a) p=T_{t}(a)
$$

Proof. We proceed precisely as in the proof of Theorem 5.12 in Ref. ${ }^{22}$ We know (see Section 2.5) that the product system of the minimal $\theta$ is $F^{\odot}$. Though, we have a unit vector $\zeta$ in $F$, it is more suggestive to think of the correspondences $F_{t}$ to be obtained as $F_{t}=F^{*} \odot{ }_{t} F$ where ${ }_{t} F$ is $F$ viewed as $\mathscr{B}^{a}(E)$-correspondences via $\theta_{t}$; see Ref., ${ }^{22}$ Section 2, for details. In the same way, the product system of $\vartheta$ is $(F \odot E)^{*} \odot_{t}(F \odot E)$. We find

$$
\begin{aligned}
(F \odot E)^{*} \odot{ }_{t}(F \odot E) & \left.=\left(E^{*} \odot F^{*}\right) \odot{ }_{t} F \odot E\right) \\
& =E^{*} \odot\left(F^{*} \odot{ }_{t} F\right) \odot E=E^{*} \odot F_{t} \odot E=E_{t}
\end{aligned}
$$

(Note: The first step where $t$ goes from outside the brackets into, is just the definition of $\vartheta_{t}$.) This shows the first statement.

For the second statement, we observe that $x \mapsto \zeta \odot x$ provides an isometric embedding of $E$ into $F \odot E$ and that $p$ is the projection on the range $\zeta \odot E$ of this embedding. Clearly,

$$
\begin{aligned}
p \vartheta_{t}(a) p & =\left(\zeta \zeta^{*} \odot \mathrm{id}_{E}\right)\left(\theta_{t}(a) \odot \mathrm{id}_{E}\right)\left(\zeta \zeta^{*} \odot \mathrm{id}_{E}\right) \\
& =\left(\zeta\left\langle\zeta, \theta_{t}(a) \zeta\right\rangle \zeta^{*}\right) \odot \mathrm{id}_{E}=\left(\zeta T_{t}(a) \zeta^{*}\right) \odot \mathrm{id}_{E}=T_{t}(a)
\end{aligned}
$$

when $\mathscr{B}^{a}(E)$ is identified with the corner $\left(\zeta \mathscr{B}^{a}(E) \zeta^{*}\right) \odot \mathrm{id}_{E}$ in $\mathscr{B}^{a}(F \odot E)$.

Remark 3.3. If $T$ is a normal unital CP-semigroup on $\mathscr{B}(H)$ (normal CP-maps on $\mathscr{B}(H)$ are strict), then $E^{\odot}$ is nothing but the Arveson system of $T$ (in the sense of Bhat's construction). Note that we did construct $E^{\odot}$ without constructing the minimal dilation first. In the theorem the minimal dilation occurred only, because we wanted to verify that our product system coincides with the one constructed via minimal dilation.

Remark 3.4. We hope that the whole discussion could help to clarify the discrepancy between the terminology and constructions in the case of CPsemigroups on $\mathscr{B}(H)$ and those for CP-semigroups on $\mathcal{B}$. The semigroups of this section lie in between, in that they are CP-semigroups on $\mathscr{B}^{a}(E)$, so not general $\mathcal{B}$ but also not just $\mathscr{B}(H)$. The operation that transforms the product system of $\mathscr{B}^{a}(E)$-correspondences into a product system of $\mathcal{B}$-correspondences is cum grano salis an operation of Morita equivalence. (In the von Neumann case and when $E$ is full, it is Morita equivalence.) We obtain $\mathcal{B}$-correspondences because $E$ is a Hilbert $\mathcal{B}$-module. For $\mathscr{B}(H)$ we obtain $\mathbb{C}$-correspondences (or Hilbert spaces), because $H$ is a Hilbert $\mathbb{C}$-module.

## 4. Powers' CP-semigroup

We, finally, come to Powers' CP-semigroup and to the generalization to Hilbert modules of the result from Ref. ${ }^{20}$ that its product system is the product of the involves spatial product systems.

Let $\vartheta^{i}(i=1,2)$ be two strict $E_{0}$-semigroup on $\mathscr{B}^{a}\left(E^{i}\right)\left(E^{i}\right.$ two Hilbert $\mathcal{B}$-modules with unit vectors $\omega^{i}$ ) with spatial product systems $E^{i \odot}$ (as in Section 2.4) and unital central reference units $\omega^{i \odot}$. Since $\omega_{t}^{i}$ commutes with $\mathcal{B}$, the mapping $b \mapsto \omega_{t}^{i} b$ is bilinear. Consequently, $\Omega_{t}^{i}:=\operatorname{id}_{E^{i}} \odot \omega_{t}^{i}: x^{i} \mapsto x^{i} \odot \omega_{t}^{i} \in E^{i} \odot E_{t}^{i}=E^{i}$ defines a semigroup of isometries in $\mathscr{B}^{a}\left(E^{i}\right)$. (The isometries are intertwining in the sense that $\vartheta_{t}^{i}(a) \Omega_{t}^{i}=\left(a \odot \operatorname{id}_{E_{t}^{i}}\right)\left(\mathrm{id}_{E^{i}} \odot \omega_{t}^{i}\right)=\left(\mathrm{id}_{E^{i}} \odot \omega_{t}^{i}\right) a=\Omega_{t}^{i} a$.) It follows that

$$
T_{t}\left(\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right)=\left(\begin{array}{cc}
\vartheta_{t}^{1}\left(a_{11}\right) & \Omega_{t}^{1} a_{12} \Omega_{t}^{2^{*}} \\
\Omega_{t}^{2} a_{21} \Omega_{t}^{1^{*}} & \vartheta_{t}^{2}\left(a_{22}\right)
\end{array}\right)
$$

defines a unital semigroup on $\mathscr{B}^{a}\left({ }_{E}^{E^{1}}\right)$. (We see later on that $T_{t}$ is completely positive, by giving its GNS-module explicitly.) Using the identifications $E^{i}=E^{i} \odot E_{t}^{i}$ we find the more convenient form

$$
T_{t}\left(\begin{array}{cc}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right)=\left(\begin{array}{cc}
a_{11} \odot \mathrm{id}_{E_{t}^{1}} & \left(\mathrm{id}_{E^{1}} \odot \omega_{t}^{1}\right) a_{12}\left(\mathrm{id}_{E^{2}} \odot \omega_{t}^{2^{*}}\right) \\
\left(\mathrm{id}_{E^{2}} \odot \omega_{t}^{2}\right) a_{21}\left(\mathrm{id}_{E^{1}} \odot \omega_{t}^{1^{*}}\right) & a_{22} \odot \operatorname{id}_{E_{t}^{i}}
\end{array}\right)
$$

where $T_{t}$ maps from $\mathscr{B}^{a}\binom{E^{1}}{E^{2}}$ to $\mathscr{B}^{a}\binom{E^{1} \odot E_{t}^{1}}{E^{2} \odot E_{t}^{2}}=\mathscr{B}^{a}\binom{E^{1}}{E^{2}}$.
Denote by $F^{\odot}$ the product system of $T$ in the sense of Section 2.4, that is, the $F_{t}$ are $\mathscr{B}^{a}\left(\begin{array}{c}E^{1}\end{array}\right)$-correspondences. By Proposition 3.1, setting $E_{t}:=\binom{E^{1}}{E^{2}}^{*} \odot F_{t} \odot\binom{E^{1}}{E^{2}}$ we define a product system $E^{\odot}$ of $\mathcal{B}$-correspondences and

$$
\mathscr{K}\left(\binom{E^{1}}{E^{2}},\binom{E^{1}}{E^{2}} \odot E_{t}\right) \subset F_{t} \subset \mathscr{B}^{a}\left(\binom{E^{1}}{E^{2}},\binom{E^{1}}{E^{2}} \odot E_{t}\right) .
$$

Theorem 4.1. $E^{\odot}$ is the product $\left(E^{1} \odot E^{2}\right) \odot$ of the spatial product systems $E^{1 \odot}$ and $E^{2 \odot}$.

Proof. Recall that, by (1), $F_{t}$ is the inductive limit of expressions of the form

$$
\mathscr{F}_{\mathrm{t}}:=\mathscr{F}_{t_{n}} \odot \ldots \odot \mathscr{F}_{t_{1}}
$$

over the partitions $\mathfrak{t}=\left(t_{n}, \ldots, t_{1}\right)$ with $t_{n}+\ldots+t_{1}=t$, where $\mathscr{F}_{t}$ is the GNS-module of $T_{t}$ with cyclic vector $\zeta_{t}$.

Put $\mathscr{E}_{t}=\binom{E^{1}}{E^{1}}^{*} \odot \mathscr{F}_{t} \odot\left(\begin{array}{c}E_{E^{2}}^{1}\end{array}\right)$. Then $\mathscr{F}_{t} \subset \mathscr{B}^{a}\left(\binom{E^{1}}{E^{2}},\binom{E^{1}}{E^{2}} \odot \mathscr{E}_{t}\right)$. We claim that $\mathscr{E}_{t}=\mathcal{B} \omega_{t} \oplus\left(E_{t}^{1} \ominus \mathcal{B} \omega_{t}^{1}\right) \oplus\left(E_{t}^{2} \ominus \mathcal{B} \omega_{t}^{2}\right)$ and that $\zeta_{t}$ is the operator given by

$$
\zeta_{t}\binom{x^{1}}{x^{2}}=\binom{z^{1}}{0} \odot\left(\left\langle\omega_{t}^{1}, y_{t}^{1}\right\rangle, p_{t}^{1} y_{t}^{1}, 0\right)+\binom{0}{z^{2}} \odot\left(\left\langle\omega_{t}^{2}, y_{t}^{2}\right\rangle, 0, p_{t}^{2} y_{t}^{2}\right)
$$

with $\binom{x^{1}}{x^{2}}=\binom{z^{1} \odot y_{t}^{1}}{z^{2} \odot y_{t}^{2}} \in\binom{E^{1}}{E^{2}}=\binom{E^{1} \odot E_{t}^{1}}{E^{2} \odot E_{t}^{2}}$ and $p_{t}^{i}:=\operatorname{id}_{E_{t}^{i}}-\omega_{t}^{i} \omega_{t}^{i^{*}}$. To show this, we must check two things. Firstly, we must check whether $\left\langle\zeta_{t}, a \zeta_{t}\right\rangle=T_{t}(a)$. This is straightforward and we leave it as an exercise. Secondly, we must check whether elements of the form on the right-hand side of

$$
\binom{x^{1}}{x^{2}}^{*} \odot \zeta_{t} \odot\binom{z^{1} \odot y_{t}^{1}}{z^{2} \odot y_{t}^{2}} \longmapsto\left(\binom{x^{1}}{x^{2}}^{*} \odot \mathrm{id}_{\mathscr{E}_{t}}\right) \zeta_{t}\binom{z^{1} \odot y_{t}^{1}}{z^{2} \odot y_{t}^{2}}
$$

are total in $\mathscr{E}_{t}$. For the right-hand side we find

$$
\begin{aligned}
\left\langle\binom{ x^{1}}{x^{2}}\right. & \left.,\binom{z_{1}}{0}\right\rangle\left(\left\langle\omega_{t}^{1}, y_{t}^{1}\right\rangle, p_{t}^{1} y_{t}^{1}, 0\right)+\left\langle\binom{ x^{1}}{x^{2}},\binom{0}{z_{2}}\right\rangle\left(\left\langle\omega_{t}^{2}, y_{t}^{2}\right\rangle, 0, p_{t}^{2} y_{t}^{2}\right) \\
& =\left(\left\langle x_{1}, z_{1}\right\rangle\left\langle\omega_{t}^{1}, y_{t}^{1}\right\rangle+\left\langle x_{2}, z_{2}\right\rangle\left\langle\omega_{t}^{2}, y_{t}^{2}\right\rangle,\left\langle x_{1}, z_{1}\right\rangle p_{t}^{1} y_{t}^{1},\left\langle x_{2}, z_{2}\right\rangle p_{t}^{2} y_{t}^{2}\right)
\end{aligned}
$$

From this, totality follows.
By Proposition 3.1, we obtain $E_{t}$ as inductive limit over the expressions

$$
\mathscr{E}_{\mathfrak{t}}:=\mathscr{E}_{t_{n}} \odot \ldots \odot \mathscr{E}_{t_{1}}
$$

which, by the preceding computation, precisely coincides with what is needed, according to $(3)$, to obtain $E_{t}=\left(E^{1} \odot E^{2}\right)_{t}$.
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#### Abstract

We generalize a previous result concerning free martingale polynomials for the stationary free Jacobi process of parameters $\lambda \in] 0.1], \theta=1 / 2$. Hopelessly, apart from the case $\lambda=1$, the polynomials we derive are no longer orthogonal with respect to the spectral measure. As a matter of fact, we use the multiplicative renormalization to write down the corresponding orthogonality measure.
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## 1. Preliminaries

Let $(\mathscr{A}, \phi)$ a $W^{\star}$-non commutative probability space. Easily speaking, $\mathscr{A}$ is a unital von Neumann algebra and $\phi$ is a tracial faithful linear functional (state). In a previous work, ${ }^{8}$ we defined, via matrix theory, and studied a two parameters-dependent self-adjoint free process, called free Jacobi process. Our focus will be on a particular case called the stationary Jacobi process since its spectral distribution does not depend on time. It is defined by

$$
J_{t}:=P U Y_{t} Q Y_{t}^{\star} U^{\star} P
$$

where

- $\left(Y_{t}\right)_{t \geq 0}$ is a free multiplicative Brownian motion ${ }^{7}$.
- $U$ is a Haar unitary operator in $(\mathscr{A}, \Phi)$.
- $P$ is a projection with $\Phi(P)=\lambda \theta \leq 1, \quad \theta \in] 0,1]$.
- $Q$ is a projection with $\Phi(Q)=\theta$.
- $Q P=P Q= \begin{cases}P \text { if } & \lambda \leq 1 \\ Q \text { if } & \lambda>1\end{cases}$
- $\left\{U, U^{\star}\right\},\left\{\left(Y_{t}\right)_{t \geq 0},\left(Y_{t}^{\star}\right)_{t \geq 0}\right\}$ and $\{P, Q\}$ are free. ${ }^{13}$

Remark 1.1. $Y^{\star}, U^{\star}$ are the adjoint operators of $Y, U$ respectively when the latters are viewed as operators acting on a infinite Hilbert space.

Thus the process $\left(J_{t}\right)_{t \geq 0}$ takes values in the compressed space $(P \mathscr{A} P,(1 / \phi(P)) \phi)$. The spectral distribution has the following decomposition :
$\mu_{\lambda, \theta}(d x)=\frac{1}{2 \pi \lambda \theta} \frac{\sqrt{\left(x_{+}-x\right)\left(x-x_{-}\right)}}{x(1-x)} \mathbf{1}_{\left[x_{-}, x_{+}\right]}(x) d x+a_{0} \delta_{0}(d x)+a_{1} \delta_{1}(d x)$,
where $\delta_{y}$ stands for the Dirac mass at $y$ with corresponding weight $a_{y}$, $y \in\{0,1\}$ and

$$
x_{ \pm}=(\sqrt{\theta(1-\lambda \theta)} \pm \sqrt{\lambda \theta(1-\theta)})^{2} .
$$

Its Cauchy-Stieltjes transform writes, for $z \in \mathbb{C} \backslash[0,1]$,

$$
\begin{equation*}
G_{\mu_{\lambda, \theta}}(z)=\frac{(2-(1 / \lambda \theta)) z+(1 / \lambda-1)+\sqrt{A z^{2}-B z+C}}{2 z(z-1)}, \tag{1}
\end{equation*}
$$

with $A=1 /(\lambda \theta)^{2}, B=2((1 / \lambda \theta)(1+1 / \lambda)-2 / \lambda)$ et $C=(1-1 / \lambda)^{2}$. It was shown in [8] that if $\lambda \in] 0,1], 1 / \theta \geq \lambda+1$ then the process is injective in $P \mathscr{A} P$, that is $a_{0}=a_{1}=0$. Moreover, $\mu_{1,1 / 2}(d x)$ fits the Beta distribution $B(1 / 2,1 / 2)$ :

$$
\mu_{1,1 / 2}(d x)=\frac{1}{\pi \sqrt{x(1-x)}} \mathbf{1}_{[0,1]}(x) d x .
$$

Recall that the Tchebycheff polynomials of the first kind are defined by

$$
T_{n}(x)=\cos (n \arccos x), n \geq 0,|x| \leq 1,
$$

and that they are orthogonal with respect to the image of $\mu_{1,1 / 2}(d x)$ by the map $x \mapsto 2 x-1$. Their generating function is given by:

$$
g(u, x)=\sum_{n \geq 0} T_{n}(x) u^{n}=\frac{1-u x}{1-2 u x+u^{2}}, \quad|u|<1 .
$$

In [8], we proved that for $r>0$

$$
g\left(r e^{t}, J_{t}\right)=\left(\left(1+r e^{t}\right) P-2 e^{t} J_{t}\right)\left(\left(1+r e^{t}\right)^{2} P-4 r e^{t} J_{t}\right)^{-1}, \quad t<-\ln r
$$

defines a free martingale with respect to the natural filtration of $J$, say $\mathscr{J}_{t}$. One can express this result using Tchebycheff polynomials of the second kind defined by

$$
U_{n}(\cos \alpha):=\frac{\sin (n+1) \alpha}{\sin \alpha}, \quad \alpha \in \mathbb{R},
$$

with generating function given by

$$
\sum_{n \geq 0} U_{n}(x) u^{n}=\frac{1}{1-2 u x+u^{2}}, \quad|x| \leq 1,|u|<1
$$

and related to the $T_{n}$ 's by $2 T_{n}=U_{n}-U_{n-2}, U_{-1}:=0$. It follows that $\left\{M_{t}^{n}:=e^{n t}\left(U_{n}-U_{n-2}\right)\left(2 J_{t}-P\right), n \geq 1\right\}_{t \geq 0}$ is a family of free martingale polynomials. The aim of this work is to extend this claim to the range $\theta=1 / 2, \lambda \in] 0,1]$. The motivation comes from the fact that from a matrix theory point of view, the choice $\theta=1 / 2$ corresponds to the ultraspherical multivariate Beta distribution. ${ }^{8}$ Moreover, to our best knowledge, there is only one result concerning martingale polynomials for the stationary (classical) Jacobi process, which is restricted to the one dimensional case. ${ }^{12}$ Before stating the main result, let us write

$$
x_{-}=\left(\frac{\sqrt{2-\lambda}}{2}-\frac{\sqrt{\lambda}}{2}\right)^{2} \leq x \leq x_{+}=\left(\frac{\sqrt{2-\lambda}}{2}+\frac{\sqrt{\lambda}}{2}\right)^{2}
$$

therefore $-1 \leq \frac{2 x-1}{\sqrt{\lambda(2-\lambda)}} \leq 1$, so that mapping $\mu_{\lambda, 1 / 2}$ to a measure supported in $[-1,1]($ set $u=(2 x-1) / \sqrt{\lambda(2-\lambda)})$, one gets

$$
\nu_{\lambda}(d u)=\frac{2(2-\lambda)}{\pi} \frac{\sqrt{1-u^{2}}}{1-\lambda(2-\lambda) u^{2}} \mathbf{1}_{[-1,1]}(u) d u
$$

which already appeared in [9] and was considered in [10] with $a=1 /(2-\lambda)$.

## 2. Main result

Theorem 2.1. Set

$$
a(\lambda)=\frac{(1-\lambda)}{\sqrt{\lambda(2-\lambda)}}, x_{t, \lambda}=\frac{2 J_{t}-P}{\sqrt{\lambda(2-\lambda)}}
$$

For each $n \geq 1$, the process defined by

$$
M_{t}^{n}:=\left[U_{n}\left(x_{t, \lambda}\right)-2 a(\lambda) U_{n-1}\left(x_{t, \lambda}\right)-U_{n-2}\left(x_{t, \lambda}\right)\right]\left(\frac{e^{t}}{\lambda(2-\lambda)}\right)^{n}, t \geq 0
$$

is a $\left(\mathscr{J}_{t}\right)$-free martingale.
We will see that the polynomials written above are not orthogonal with respect to $\nu_{\lambda}$ except for $\lambda=1$. We will use the multiplicative renormalization method to write down their orthogonality measure. They will be also seen from their Jacobi-Szegö parameters (or the Jacobi matrix of finitetype) as a rank-one deformation of the $T_{n} \mathrm{~s}$.

## Proof.

First step: it consists in deriving a martingale function for all values of $\lambda \in] 0,1], \theta \leq 1 / 2 \leq 1 /(\lambda+1)$. Inspired by the above expression of $h\left(r e^{t}, J_{t}\right)$, we will look for martingales of the form

$$
R_{t}:=K_{t}\left(P-Z_{t} J_{t}\right)^{-1}=K_{t} \sum_{n \geq 0} Z_{t}^{n} J_{t}^{n}:=K_{t} H_{t}
$$

where $K, Z$ are differentiable functions of the variable $t$ lying in some interval $\left[0, t_{0}\left[\right.\right.$ such that $0<Z_{t}<1$ for $t \in\left[0, t_{0}[\right.$. The finite variation part of $d R_{t}$ is given by

$$
F V\left(d R_{t}\right)=K_{t}^{\prime} H_{t} d t+K_{t} F V\left(d H_{t}\right)
$$

Our main tool is the free stochastic calculus and more precisely the free stochastic differential equation already set for $J_{t}^{n}, n \geq 1$ ([8]):

$$
\begin{aligned}
d J_{t}^{n} & =d M_{t}+n\left(\theta P-J_{t}\right) J_{t}^{n-1} d t \\
& +\lambda \theta \sum_{l=1}^{n-1} l\left[m_{n-l}\left(P-J_{t}\right) J_{t}^{l-1}+\left(m_{n-l-1}-m_{n-l}\right) J_{t}^{l}\right] d t
\end{aligned}
$$

where $d M$ stands for the martingale part and $m_{n}$ is the $n$-th moment of $J_{t}$ in $P \mathscr{A} P$ :

$$
m_{n}:=\tilde{\phi}\left(J_{t}^{n}\right):=\frac{1}{\phi(P)} \phi\left(J_{t}^{n}\right)
$$

The finite variation part $F V\left(d J_{t}^{n}\right)$ of $J_{t}^{n}$ transforms to:

$$
\begin{aligned}
F V\left(d J_{t}^{n}\right) & =n\left(\theta P-J_{t}\right) J_{t}^{n-1} d t \\
& +\lambda \theta\left[\sum_{l=1}^{n-1} l\left[m_{n-l} J_{t}^{l-1}+\sum_{l=1}^{n-1} l\left(m_{n-l-1}-2 m_{n-l}\right) J_{t}^{l}\right]\right] d t \\
& =n\left(\theta P-J_{t}\right) J_{t}^{n-1} d t \\
& +\lambda \theta \sum_{l=1}^{n-1} l m_{n-l} J_{t}^{l-1}+\sum_{l=1}^{n}(l-1)\left(m_{n-l}-2 m_{n-l+1}\right) J_{t}^{l-1} d t \\
& =n\left(\theta P-J_{t}\right) J_{t}^{n-1} d t \\
& +\lambda \theta \sum_{l=1}^{n}\left[l m_{n-l}+(l-1)\left(m_{n-l}-2 m_{n-l+1}\right)\right] J_{t}^{l-1} d t-n \lambda \theta J_{t}^{n-1} d t \\
& =n \theta(1-\lambda) J_{t}^{n-1} d t-n J_{t}^{n} d t \\
& +\lambda \theta \sum_{l=1}^{n}\left[m_{n-l}+2(l-1)\left(m_{n-l}-m_{n-l+1}\right)\right] J_{t}^{l-1} d t
\end{aligned}
$$

Thus

$$
\begin{aligned}
F V\left(d H_{t}\right) & =\sum_{n \geq 1} n Z_{t}^{\prime} Z_{t}^{n-1} J_{t}^{n} d t+\sum_{n \geq 1} Z_{t} F V\left(J_{t}^{n}\right) \\
& =\sum_{n \geq 1} n Z_{t}^{\prime} Z_{t}^{n-1} J_{t}^{n} d t-\sum_{n \geq 0} n Z_{t}^{n} J_{t}^{n} d t+\theta(1-\lambda) \sum_{n \geq 1} n Z_{t}^{n} J_{t}^{n-1} d t \\
& +\lambda \theta \sum_{n \geq 1} \sum_{l=1}^{n} Z_{t}^{n} m_{n-l} J_{t}^{l-1} d t \\
& +2 \lambda \theta \sum_{n \geq 1} \sum_{l=1}^{n}\left[(l-1) Z_{t}^{n}\left(m_{n-l}-m_{n-l+1}\right)\right] J_{t}^{l-1} d t \\
& =\sum_{n \geq 1} n\left[Z_{t}^{\prime} Z_{t}^{n-1}-Z_{t}^{n}\right] J_{t}^{n} d t+\theta(1-\lambda) \sum_{n \geq 0}(n+1) Z_{t}^{n+1} J_{t}^{n} d t \\
& +\lambda \theta \sum_{n \geq 0} \sum_{l \geq 0} Z_{t}^{n+l+1} m_{n} J_{t}^{l} d t \\
& \left.+2 \lambda \theta \sum_{n \geq 0} \sum_{l \geq 0} l Z_{t}^{n+l+1}\left(m_{n}-m_{n+1}\right)\right] J_{t}^{l} d t \\
& =\left[Z_{t}^{\prime} / Z_{t}-1+\theta(1-\lambda) Z_{t}\right] \sum_{n \geq 1} n Z_{t}^{n} J_{t}^{n} d t+\theta(1-\lambda) Z_{t} \sum_{n \geq 0} Z_{t}^{n} J_{t}^{n} d t \\
& +\lambda \theta \sum_{n \geq 0} Z_{t}^{n+1} m_{n} \sum_{l \geq 0} Z_{t}^{l} J_{t}^{l} d t \\
& +2 \lambda \theta \sum_{n \geq 0}\left[Z_{t}^{n+1}\left(m_{n}-m_{n+1}\right)\right] \sum_{l \geq 0} l Z_{t}^{l} J_{t}^{l} d t .
\end{aligned}
$$

Recall that the Cauchy-Stieltjes transform of a measure on the real line is defined by

$$
G_{\nu}(z)=\int_{\mathbb{R}} \frac{1}{z-x} \nu(d x)=\sum_{n \geq 0} \frac{1}{z^{n+1}} \int_{\mathbb{R}} x^{n} \nu(d x)
$$

for some values of $z$ for which both the integral and the infinite sum make sense. Then, since $0<Z<1$ and $\mu_{\lambda, \theta}$ is supported in [ 0,1 ], it is easy to see that

$$
\sum_{n \geq 0} Z_{t}^{n+1}\left(m_{n}-m_{n+1}\right)=\left(1-\frac{1}{Z_{t}}\right) G_{\mu_{\lambda, \theta}}\left(\frac{1}{Z_{t}}\right)+1
$$

with $G_{\mu_{\lambda, \theta}}$ given by (1). This gives

$$
2 \lambda \theta(1-z) G_{\mu_{\lambda, \theta}}(z)=\frac{(1-2 \lambda \theta) z-\theta(1-\lambda)-\sqrt{z^{2}-(\lambda \theta)^{2} B z+(\lambda \theta)^{2} C}}{z}
$$

so that
$2 \lambda \theta\left(1-Z_{t}^{-1}\right) G_{\mu_{\lambda, \theta}}\left(Z_{t}^{-1}\right)+2 \lambda \theta=1-\theta(1-\lambda) Z_{t}-\sqrt{1-(\lambda \theta)^{2} B Z_{t}+(\lambda \theta)^{2} C Z_{t}}$.
We finally get:

$$
\begin{aligned}
F V\left(d H_{t}\right) & =\left[Z_{t}^{\prime} / Z_{t}-\sqrt{1-(\lambda \theta)^{2} B Z_{t}+(\lambda \theta)^{2} C Z_{t}^{2}}\right] \sum_{n \geq 1} n Z_{t}^{n} J_{t}^{n} d t \\
& +\left[\lambda \theta G_{\mu_{\lambda, \theta}}\left(\frac{1}{Z_{t}}\right)+\theta(1-\lambda) Z_{t}\right] \sum_{n \geq 0} Z_{t}^{n} J_{t}^{n} d t
\end{aligned}
$$

In order to derive free martingales, we shall pick $Z$ such that $Z_{t}^{\prime}=$ $Z_{t} \sqrt{1-(\lambda \theta)^{2} B Z_{t}+(\lambda \theta)^{2} C Z_{t}^{2}}$. This shows that $Z$ is an increasing function and one can solve the above non linear differential equation as follows: use the variables change $u=Z_{t}, t<t_{0}$, then integrate to get :

$$
\int_{\left[Z_{0}, Z_{t}\right]} \frac{d u}{u \sqrt{1-2 \theta(1+\lambda-2 \lambda \theta) u+(\theta(1-\lambda))^{2} u^{2}}}=t
$$

Let $c_{1}=2 \theta(1+\lambda-2 \lambda \theta), c_{2}=\theta^{2}(1-\lambda)^{2}$. Then, the function $u \mapsto$ $1-c_{1} u+c_{2} u^{2}$ is decreasing for $\left.u \in\right] 0,1[:$ in fact,

$$
\begin{aligned}
2 c_{2} u-c_{1} & <2 c_{2}-c_{1}=2 \theta^{2}(1-\lambda)^{2}-2 \theta(1+\lambda-2 \lambda \theta) \\
& =2 \theta\left[\theta\left(1+\lambda^{2}\right)-(1+\lambda)\right] \leq 2 \theta\left(\frac{1+\lambda^{2}}{1+\lambda}-(1+\lambda)\right) \\
& =-\frac{4 \lambda \theta}{1+\lambda}<0
\end{aligned}
$$

which yields $1-c_{1} u+c_{2} u^{2}>1-c_{1}+c_{2}=(1-\theta(1+\lambda))^{2} \geq 0$.

Next, use the variable change $1-v u=\sqrt{1-c_{1} u+c_{2} u^{2}}$. This gives

$$
u=\frac{2 v-c_{1}}{v^{2}-c_{2}}, d u=-2 \frac{v^{2}+c_{2}-c_{1} v}{\left(v^{2}-c_{2}\right)^{2}} d v, 1-v u=-\frac{v^{2}+c_{2}-c_{1} v}{v^{2}-c_{2}}
$$

Moreover

$$
u \mapsto v=\frac{1-\sqrt{1-c_{1} u+c_{2} u^{2}}}{u}, \quad 0<u<1
$$

is an increasing function: in fact the numerator of its derivative writes $c_{1} u-2 c_{2} u^{2}+2\left(1-c_{1} u+c_{2} u^{2}\right)-2 \sqrt{1-c_{1} u+c_{2} u^{2}}=\left(2-c_{1} u\right)-2 \sqrt{1-c_{1} u+c_{2} u^{2}}$. Since $2-c_{1} u>2-c_{1}=2(1-\theta(1+\lambda))+4 \lambda \theta^{2}>0$, our claim follows from the fact that $c_{1}^{2}-4 c_{2}=16 \lambda \theta^{2}(1-\lambda \theta)(1-2 \theta) \geq 0$.

Finally, the integral transforms to

$$
\int_{\left[v_{0}, v_{t}\right]} \frac{2 d v}{2 v-c_{2}}=\log \left|\frac{2 v_{t}-c_{1}}{2 v_{0}-c_{1}}\right|=t
$$

where $1-Z_{t} v_{t}=\sqrt{1-c_{1} Z_{t}+c_{2} Z_{t}^{2}}, 1-Z_{0} v_{0}=\sqrt{1-c_{1} Z_{0}+c_{2} Z_{0}^{2}}$.
Note also that $c_{1}^{2}-4 c_{2} \geq 0$ implies that for all $\left.u \in\left[Z_{0}, Z_{t}\right] \subset\right] 0,1[$

$$
\begin{aligned}
v-\frac{c_{1}}{2} & =\frac{1-\sqrt{1-c_{1} u+c_{2} u^{2}}}{u}-\frac{c_{1}}{2}=\frac{\left(1-c_{1} u / 2\right)-\sqrt{1-c_{1} u+c_{2} u^{2}}}{u} \\
& =\frac{\left(1-c_{1} u / 2\right)^{2}-\left(1-c_{1} u+c_{2} u^{2}\right)}{u\left(\left(1-c_{1} u / 2\right)+\sqrt{1-c_{1} u+c_{2} u^{2}}\right)} \geq 0
\end{aligned}
$$

since $1-c_{1} / 2 u \geq 1-c_{1} / 2 \geq 0$. Thus $v \geq c_{1} / 2 \geq \sqrt{c_{2}}$.

$$
v_{t}=\left[\left(2 v_{0}-c_{1}\right) e^{t}+c_{1}\right] / 2 \Leftrightarrow \sqrt{1-c_{1} Z_{t}+c_{2} Z_{t}^{2}}=1-\frac{\left(2 v_{0}-c_{1}\right) e^{ \pm t}+c_{1}}{2} Z_{t}
$$

We finally get

$$
Z_{t}=\frac{4\left(2 v_{0}-c_{1}\right) e^{ \pm t}}{\left(\left(2 v_{0}-c_{1}\right) e^{t}+c_{1}\right)^{2}-4 c_{2}}, \quad t \leq t_{0}
$$

where $t_{0}$ is the first time such that $\left.Z_{t_{0}}=1 \Leftrightarrow\left(2 v_{0}-c_{1}\right) e^{t_{0}}+c_{1}\right)^{2}-$ $4 c_{2}-4\left(2 v_{0}-c_{1}\right) e^{t_{0}}$. Set $r=r(\lambda, \theta):=\left(2 v_{0}-c_{1}\right)$ and $x_{0}=e^{t_{0}}>1$, then $r^{2} x_{0}^{2}+2\left(c_{1}-2\right) r x_{0}+c_{1}^{2}-4 c_{2}=0$. The discriminant equals to $\Delta=$ $16 r^{2}\left(1+c_{2}-c_{1}\right)=16 r^{2}(1-\theta(1+\lambda))^{2}$. Thus

$$
x_{0}=\frac{-\left(c_{1}-2\right)-2(1-\theta(1+\lambda))}{r}=\frac{2(1-\theta(1+\lambda))+4 \lambda \theta^{2}-2(1-\theta(1+\lambda))}{r}=\frac{4 \lambda \theta^{2}}{r} \geq 1 .
$$

The last inequality follows from the fact that

$$
1-\sqrt{c_{2}} u \geq 1-\theta(1+\lambda) \geq 0
$$

and from

$$
r-4 \lambda \theta^{2}=2 v_{0}-c_{1}-4 \lambda \theta^{2}=2\left(v_{0}-\theta(1+\lambda)\right)=2\left(v_{0}-\sqrt{c_{2}}\right) \leq 0
$$

It gives $t_{0}=-\ln \left(r / 4 \lambda \theta^{2}\right)$. Note also that the denominator is well defined for all $t \leq t_{0}$ since $c_{1}^{2} \geq 4 c_{2}$ and $2 v_{0}-c_{1} \geq 0$.
For the ramaining terms, we shall choose $K$ such that

$$
K_{t}^{\prime}+K_{t}\left[\lambda \theta G_{\mu_{\lambda, \theta}}\left(\frac{1}{Z_{t}}\right)+\theta(1-\lambda) Z_{t}\right]=0
$$

An easy computation shows that this equals to

$$
K_{t}^{\prime}+\frac{K_{t}}{2}\left[\theta(1-\lambda) \frac{Z_{t}^{2}}{Z_{t}-1}+(1-2 \theta) \frac{Z_{t}}{Z_{t}-1}-\frac{Z_{t} \sqrt{1-c_{1} Z_{t}+c_{2} Z_{t}^{2}}}{Z_{t}-1}\right]=0
$$

Remembering the choice of the function $Z$, this writes

$$
K_{t}^{\prime}-\frac{K_{t}}{2}\left[\frac{Z_{t}^{\prime}}{Z_{t}-1}-(1-2 \theta) \frac{Z_{t}}{Z_{t}-1}-\theta(1-\lambda) \frac{Z_{t}^{2}}{Z_{t}-1}\right]=0
$$

or equialently

$$
K_{t}^{\prime}-\frac{K_{t}}{2}\left[\frac{Z_{t}^{\prime}}{Z_{t}-1}-(1-\theta-\lambda \theta) \frac{Z_{t}}{Z_{t}-1}-\theta(1-\lambda) Z_{t}\right]=0 .
$$

If $K_{t} \neq 0$, then

$$
\log K_{t}=\frac{1}{2} \log \left(1-Z_{t}\right)-\frac{1-\theta-\lambda \theta}{2} \int \frac{Z_{s}}{Z_{s}-1} d s-\frac{\theta(1-\lambda)}{2} \int Z_{s} d s+C .
$$

If $\lambda \neq 1$, then the last term is given by

$$
-\frac{\theta(1-\lambda)}{2} \int Z_{s} d s=\frac{\theta(1-\lambda)}{\sqrt{c_{2}}} \int \frac{\left(r / 2 \sqrt{c_{2}}\right) e^{t}}{1-\left(\frac{r e^{t}+c_{1}}{2 \sqrt{c_{2}}}\right)^{2}}=\arg \tanh \left(\frac{r e^{t}+c_{1}}{2 \sqrt{c_{2}}}\right)
$$

where $\arg \tanh (u)=(1 / 2) \log ((u+1) /(u-1)),|u|>1$. The second term writes

$$
\begin{aligned}
\frac{Z_{t}}{Z_{t}-1} & =\frac{4 r e^{t}}{4 c_{2}+4 r e^{t}-\left(r e^{t}+c_{1}\right)^{2}} \\
& =\frac{4 r e^{t}}{4 c_{2}-c_{1}^{2}+\left(c_{1}-2\right)^{2}-\left(r e^{t}+c_{1}-2\right)^{2}} \\
& =\frac{r e^{t}}{c_{2}+1-c_{1}-\left(\frac{r e^{t}+c_{1}-2}{2}\right)^{2}} \\
& =\frac{1}{c_{2}+1-c_{1}} \frac{r e^{t}}{1-\left(\frac{r e^{t}+c_{1}-2}{2 \sqrt{c_{2}+1-c_{1}}}\right)^{2}} \\
& =\frac{2}{\sqrt{c_{2}+1-c_{1}}} \frac{\left(r / 2 \sqrt{c_{2}+1-c_{1}}\right) e^{t}}{1-\left(\frac{r e^{t}+c_{1}-2}{2 \sqrt{c_{2}+1-c_{1}}}\right)^{2}}
\end{aligned}
$$

Observe that $2-c_{1}-r e^{t}>2-c_{1}-r e^{t_{0}}=2(1-\theta(1+\lambda) \geq 0$. Thus, if $\theta(1+\lambda) \neq 1$

$$
\frac{1-\theta(1+\lambda)}{2} \int \frac{Z_{s}}{Z_{s}-1} d s=\arg \tanh \left(\frac{2-c_{1}-r e^{t}}{2 \sqrt{c_{2}+1-c_{1}}}\right) .
$$

As a result, if $\lambda \neq 1(\theta \leq 1 / 2<1 /(\lambda+1))$,

$$
K_{t}=C\left(1-Z_{t}\right)^{1 / 2}\left(\frac{r e^{t}+c_{1}+2 \sqrt{c_{2}}}{r e^{t}+c_{1}-2 \sqrt{c_{2}}}\right)^{1 / 2}\left(\frac{2-c_{1}-2 c_{3}-r e^{t}}{2-c_{1}+2 c_{3}-r e^{t}}\right)^{1 / 2}
$$

where $c_{3}:=\sqrt{c_{2}+1-c_{1}}=1-\theta(\lambda+1)$. Note that for $\lambda=1, \theta=1 / 2$, $c_{1}=1, c_{2}=0, c_{3}=0$ and

$$
K_{t}=C \frac{1-r e^{t}}{1+r e^{t}}, \quad t<t_{0}=-\ln r
$$

Second step; the case $\theta=1 / 2, \lambda \neq 1$. One has

$$
\begin{aligned}
& c_{1}=1, c_{2}=\frac{(1-\lambda)^{2}}{4}, c_{3}=\sqrt{c_{2}}=\frac{1-\lambda}{2}, Z_{t}=\frac{4 r e^{t}}{\left(r e^{t}+1\right)^{2}-(1-\lambda)^{2}} \\
& c_{1}+2 \sqrt{c_{2}}=2\left(1+c_{3}\right)-c_{1}=2-\lambda, c_{1}-2 \sqrt{c_{2}}=2\left(1-c_{3}\right)-c_{1}=\lambda . \\
& 1-Z_{t}=\frac{\left(r e^{t}-1\right)^{2}-(1-\lambda)^{2}}{\left(r e^{t}+1\right)^{2}-(1-\lambda)^{2}}=\frac{\left(r e^{t}+\lambda-2\right)\left(r e^{t}-\lambda\right)}{\left(r e^{t}+2-\lambda\right)\left(r e^{t}+\lambda\right)}
\end{aligned}
$$

Thus, for $t<-\ln (r / \lambda)$,

$$
K_{t}=C \frac{\lambda-r e^{t}}{\lambda+r e^{t}}
$$

so that

$$
\begin{aligned}
R_{t} & =C \frac{\lambda-r e^{t}}{\lambda+r e^{t}}\left(P-\frac{4 r e^{t}}{\left(r e^{t}+1\right)^{2}-(1-\lambda)^{2}} J_{t}\right)^{-1} \\
& =C\left(\lambda-r e^{t}\right)\left(2-\lambda+r e^{t}\right)\left(\lambda(2-\lambda) P+\left(r e^{t}\right)^{2} P-2 r e^{t}\left(2 J_{t}-P\right)\right)^{-1} \\
& =\frac{C\left(\lambda-r e^{t}\right)\left(2-\lambda+r e^{t}\right)}{\lambda(2-\lambda)}\left(P-\frac{2 r e^{t}}{\sqrt{\lambda(2-\lambda)}} \frac{\left(2 J_{t}-P\right)}{\sqrt{\lambda(2-\lambda)}}+\frac{\left(r e^{t}\right)^{2}}{\lambda(2-\lambda)} P\right)^{-1} \\
& =C\left(1-2 \frac{(1-\lambda)}{\sqrt{\lambda(2-\lambda)}} \frac{r e^{t}}{\sqrt{\lambda(2-\lambda)}}-\frac{\left(r e^{t}\right)^{2}}{\lambda(2-\lambda)}\right) \\
& \times\left(P-\frac{2 r e^{t}}{\sqrt{\lambda(2-\lambda)}} \frac{\left(2 J_{t}-P\right)}{\sqrt{\lambda(2-\lambda)}}+\frac{\left(r e^{t}\right)^{2}}{\lambda(2-\lambda)} P\right)^{-1}
\end{aligned}
$$

is a free martingale with respect to the natural filtration $\mathscr{J}_{t}$. Besides, since $\lambda \in] 0,1]$, then $\lambda \leq \sqrt{\lambda(2-\lambda)}$, hence $\left(r e^{t}\right) /(\sqrt{\lambda(2-\lambda)})<1$ for all $t<$ $-\ln (r / \lambda)$. Now, let us consider the following generating function

$$
g(u, x)=\frac{1-2 a u-u^{2}}{1-2 x u+u^{2}}, \quad 0<a, u<1,|x| \leq 1
$$

or equivalently

$$
g(u, x)=U_{0}(x)+\left(U_{1}(x)-2 a\right) u+\sum_{n \geq 2}\left[U_{n}(x)-2 a U_{n-1}(x)-U_{n-2}(x)\right] u^{n}
$$

Setting $u_{t, \lambda}:=r e^{t} /(\sqrt{\lambda(2-\lambda)}), t<t_{0}$, then $R_{t}=C\left[P+\left(x_{t, \lambda}-2 a(\lambda) P\right)\right] u_{t, \lambda}+\sum_{n \geq 2}\left[U_{n}\left(x_{t, \lambda}\right)-2 a(\lambda) U_{n-1}\left(x_{t, \lambda}\right)-U_{n-2}\left(x_{t, \lambda}\right)\right] u_{t, \lambda}^{n}$.

Setting $U_{-1}=U_{-2}=0$, it can be written as

$$
R_{t}=C \sum_{n \geq 0}\left[U_{n}\left(x_{t, \lambda}\right)-2 a(\lambda) U_{n-1}\left(x_{t, \lambda}\right)-U_{n-2}\left(x_{t, \lambda}\right)\right] u_{t, \lambda}^{n} .
$$

Remark 2.1. In Ref. 11, authors provided orthogonal polynomials with respect to the measure with density given by:

$$
f(x)=\frac{c \sqrt{1-x^{2}}}{\pi\left[b^{2}+c^{2}-2 b(1-c) x+(1-2 c) x^{2}\right]} \mathbf{1}_{[-1,1]}(x),
$$

where $|b|<1-c, 0<c \leq 1$. This fits the image of absolutely continuous part of $\mu_{\lambda, \theta}$ by the map

$$
u=\frac{2 x-s}{d} \in[-1,1]
$$

with $d=d(\lambda, \theta)=x_{+}-x_{-}=4 \theta \sqrt{\lambda(1-\theta)(1-\lambda \theta)}, s=s(\lambda, \theta)=x_{+}+$ $x_{-}=2 \theta(1+\lambda-2 \lambda \theta)$. One gets

$$
\nu_{\lambda, \theta}(d x)=\frac{d^{2}}{2 \pi \lambda \theta} \frac{\sqrt{1-x^{2}}}{s(2-s)+2 d(1-s) x-d^{2} x^{2}} d x
$$

which provides the following relations

$$
\begin{equation*}
c=\frac{1}{2(1-\lambda \theta)}, \quad b=\sqrt{\frac{\lambda}{(1-\theta)(1-\lambda \theta)}}(2 \theta-1) \tag{2}
\end{equation*}
$$

As a result, one can derive the correponding orthogonal polynomials for $\lambda \in] 0,1], \theta \leq 1 /(\lambda+1)$ from the generating function: ${ }^{11}$

$$
\begin{equation*}
\phi(u, x)=\frac{1-2 b u+(1-2 c) u^{2}}{1-2 u x+u^{2}} . \tag{3}
\end{equation*}
$$

whence we deduce the Jacobi-szegö parameters $\alpha_{0}=b, \alpha_{n}=0$ for $n \geq 1$ and $\omega_{1}=c / 2, \omega_{n}=1 / 4$ for $n \geq 1$. This gives us a realization of the spectral measure by means of the associated creation, annihilation and neutral operators defined on the appropriate one mode Interacting Fock space. ${ }^{1}$

## 3. Orthogonality measure for martingale polynomials

Consider the polynomials $P_{n}^{\lambda}$ defined by

$$
P_{n}^{\lambda}(x)=U_{n}(x)-2 a(\lambda) U_{n-1}(x)-U_{n-2}(x), \quad U_{-1}=U_{-2}:=0
$$

with generating function

$$
g(u, x)=\frac{1-2 a(\lambda) u-u^{2}}{1-2 x u+u^{2}}, \quad a(\lambda)=\frac{1-\lambda}{\lambda(2-\lambda)}, 0<u<1 .
$$

The $P_{n}^{\lambda}$ 's appear in Ref. 2 as a limiting case of the $q$-Pollaczek polynomials. The coefficient of the highest monomial is equal to $2^{n}$. Using the recurrence relation satisfied by $\left(U_{n}\right)_{n \geq 0},{ }^{6}$ one deduces that

$$
\begin{aligned}
2[x-a(\lambda)] P_{0}^{\lambda}(x) & =P_{1}^{\lambda}(x) \\
2 x P_{1}^{\lambda}(x) & =P_{2}^{\lambda}(x)+2 P_{0}^{\lambda}(x) \\
2 x P_{n}^{\lambda}(x) & =P_{n+1}^{\lambda}(x)+P_{n-1}^{\lambda}(x), \quad n \geq 2 .
\end{aligned}
$$

Thus the Jacobi-Szegö parameters are given by $\alpha_{0}=a(\lambda)$ and $\alpha_{n}=0$ for all $n \geq 1$ and $\omega_{1}=1 / 2, \omega_{n}=1 / 4, n \geq 2\left(P_{-1}^{\lambda}=0\right)$.
One may use the multiplicative renormalization method ${ }^{3-5,11}$ to write down the probability measure, $\xi_{\lambda}$, with respect to which the $P_{n}^{\lambda} \mathrm{S}$ are orthogonal. Since $\alpha_{0} \neq 0$, then $\xi_{\lambda}$ is not symmetric. Moreover, with the same notations as in, ${ }^{10}$ the moment generating function $\theta$ must be equal to

$$
\theta(\rho(u)):=\theta\left(\frac{2 u}{1+u^{2}}\right)=\frac{1+u^{2}}{1-2 a(\lambda)-u^{2}}
$$

so that

$$
\theta(u)=\frac{1}{\sqrt{1-u^{2}}-a(\lambda) u} .
$$

From the definition of $\theta$, one deduces that

$$
G_{\xi_{\lambda}}(u):=\int_{\mathbb{R}} \frac{1}{u-x} \xi_{\lambda}(d x)=\frac{1}{u} \theta\left(\frac{1}{u}\right)=\frac{\sqrt{u^{2}-1}+a(\lambda)}{u^{2}-\left(1+a^{2}(\lambda)\right)}
$$

for $|u|>1, u \neq \pm \sqrt{1+a(\lambda)^{2}}$. Thus, $\xi_{\lambda}$ possibly has two atoms $a_{ \pm}$at $\pm \sqrt{a^{2}(\lambda)+1}$ and an absolutely continuous part given by
$a_{ \pm}=-\lim _{y \rightarrow 0^{+}} y \Im G_{\xi_{\lambda}}\left( \pm \sqrt{a^{2}(\lambda)+1}+i y\right), \quad g(x)=-\frac{1}{\pi} \lim _{y \rightarrow 0^{+}} \Im G_{\xi_{\lambda}}(x+i y)$.
Using that the Cauchy-Stieltjes transform maps $\mathbb{C}^{+}$to $\mathbb{C}^{-}$, one finally gets

$$
\xi_{\lambda}(d x)=\frac{a(\lambda)}{\sqrt{a^{2}(\lambda)+1}} \delta \sqrt{a^{2}(\lambda)+1}(d x)+\frac{1}{\pi} \frac{\sqrt{1-x^{2}}}{a^{2}(\lambda)+1-x^{2}} \mathbf{1}_{|x|<1} d x .
$$

To see that this defines a probability measure for $\lambda \neq 1$, one proceeds as follows: write

$$
\begin{aligned}
\frac{1}{\pi} \int_{-1}^{1} \frac{\sqrt{1-x^{2}}}{a^{2}(\lambda)+1-x^{2}} d x & =\frac{1}{\pi} \int_{0}^{1} \frac{\sqrt{1-x}}{\sqrt{x}\left(a^{2}(\lambda)+1-x\right)} d x \\
& =\frac{1}{2\left(a^{2}(\lambda)+1\right)}{ }^{2} F_{1}\left(1, \frac{1}{2}, 2 ; \frac{1}{a^{2}(\lambda)+1}\right)
\end{aligned}
$$

where ${ }_{2} F_{1}$ denotes the Gauss hypergeometric function given by

$$
{ }_{2} F_{1}(e, b, c ; z)=\frac{\Gamma(c)}{\Gamma(b) \Gamma(c-b)} \int_{0}^{1} x^{b-1}(1-x)^{c-b-1}(1-z x)^{-e} d x,
$$

with $\Re(b) \wedge \Re(c-b)>0$ for $|u|<1$. Then, use the identity

$$
{ }_{2} F_{1}(1, b, 2 ; z)=\frac{1-(1-z)^{1-b}}{(1-b) z}
$$

to get

$$
\frac{1}{\pi} \int_{-1}^{1} \frac{\sqrt{1-x^{2}}}{a^{2}(\lambda)+1-x^{2}} d x=1-\frac{a(\lambda)}{\sqrt{a^{2}(\lambda)+1}} .
$$
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#### Abstract

We show that the momentum and position operators of $\mu$-deformed quantum mechanics for $-1 / 2<\mu<0$ are not Accardi complementary. This proves an earlier conjecture of the last two authors as well as extending their analogous result for the case $\mu>0$. We also prove some related formulas that were conjectured by the same authors.


Keywords: Accardi complementarity, $\mu$-deformed quantum mechanics.

## 1. Introduction

In this article we present a new result in the same direction as the main result of the recent work by Pita-Sontz ${ }^{10}$ as well as proving some formulas that were also conjectured there. This article should be considered as a sequel to Pita-Sontz ${ }^{10}$. For the reader's convenience, we collect in this section some of the basic material in Pita-Sontz ${ }^{10}$.

First we present some relevant facts of the so-called $\mu$-deformed quantum mechanics. For more details, refer to Angulo-Sontz ${ }^{3,4}$, Marron ${ }^{7}$, PitaSontz ${ }^{8-10}$ and Rosenblum ${ }^{11}$. In this theory the mathematical objects of quantum mechanics (position and momentum operators, configuration space, phase space, etc.) are deformed by a parameter $\mu>-\frac{1}{2}$ (the undeformed theory corresponding to $\mu=0$ ). We will be dealing with the
complex Hilbert space $L^{2}\left(\mathbb{R}, m_{\mu}\right)$, where the measure $m_{\mu}$ is given by

$$
d m_{\mu}(x):=\left(2^{\mu+\frac{1}{2}} \Gamma\left(\mu+\frac{1}{2}\right)\right)^{-1}|x|^{2 \mu} d x
$$

for $x \in \mathbb{R}$. Here $d x$ is Lebesgue measure on $\mathbb{R}$ and $\Gamma$ is the Euler gamma function. The normalization of this measure is chosen to give us a selfdual ( $\mu$-deformed) Fourier transform. See Rosenblum ${ }^{11}$ for details. In this Hilbert space $L^{2}\left(\mathbb{R}, m_{\mu}\right)$ we have two unbounded self-adjoint operators: the $\mu$-deformed position operator $Q_{\mu}$ and the $\mu$-deformed momentum operator $P_{\mu}$. These are defined for $x \in \mathbb{R}$ and certain elements $\psi \in L^{2}\left(\mathbb{R}, m_{\mu}\right)$ by

$$
\begin{aligned}
Q_{\mu} \psi(x) & :=x \psi(x) \\
P_{\mu} \psi(x) & :=\frac{1}{i}\left(\psi^{\prime}(x)+\frac{\mu}{x}(\psi(x)-\psi(-x))\right)
\end{aligned}
$$

We omit details about exact domains of definition. Interest in these operators originates in Wigner ${ }^{12}$ where equivalent forms of them are used as examples of operators that do not satisfy the usual canonical commutation relation in spite of the fact that they do satisfy the equations of motion $i\left[H_{\mu}, Q_{\mu}\right]=P_{\mu}$ and $i\left[H_{\mu}, P_{\mu}\right]=-Q_{\mu}$ for the Hamiltonian $H_{\mu}:=\frac{1}{2}\left(Q_{\mu}^{2}+P_{\mu}^{2}\right)$. What does hold is the $\mu$-deformed canonical commutation relation: $i\left[P_{\mu}, Q_{\mu}\right]=I+2 \mu J$, where $I$ is the identity operator and $J$ is the parity operator $J \psi(x):=\psi(-x)$.

Accardi ${ }^{2}$ introduced a definition of complementary observables in quantum mechanics. We now generalize that definition to the current context. We use the usual identification of observables in quantum mechanics as self-adjoint operators acting in some Hilbert space.

Definition 1.1. We say that the (not necessarily bounded) self-adjoint operators $S$ and $T$ acting in $L^{2}\left(\mathbb{R}, m_{\mu}\right)$ are Accardi complementary if for any pair of bounded Borel subsets $A$ and $B$ of $\mathbb{R}$ we have that the operator $E^{S}(A) E^{T}(B)$ is trace class with trace given by

$$
\operatorname{Tr}\left(E^{S}(A) E^{T}(B)\right)=m_{\mu}(A) m_{\mu}(B)
$$

Here $E^{S}$ is the projection-valued measure on $\mathbb{R}$ associated with the selfadjoint operator $S$ by the spectral theorem, and similarly for $E^{T}$.

So, $E^{S}(A) E^{T}(B)$ is clearly a bounded operator acting on $L^{2}\left(\mathbb{R}, m_{\mu}\right)$. But whether it is also trace class is another matter. And, given that it is trace class, it is a further matter to determine if the trace can be written as the product of measures, as indicated. Accardi's result ${ }^{2}$ (which is also discussed in detail and proved in Cassinelli-Varadarajan ${ }^{5}$ ) is that $Q \equiv Q_{0}$
and $P \equiv P_{0}$ are Accardi complementary. Accardi also conjectured that this property of $Q$ and $P$ characterized this pair of operators acting on $L^{2}\left(\mathbb{R}, m_{0}\right)$. It turns out that this is not so. (See Ref. 5.)

The main result in the paper by Pita-Sontz ${ }^{10}$ is the following theorem.
Theorem 1.1. Let $A$ and $B$ be bounded Borel subsets of $\mathbb{R}$ with $0 \notin A^{-}$, the closure of $A$. Then $E^{Q_{\mu}}(A) E^{P_{\mu}}(B)$ is a trace class operator in $L^{2}\left(\mathbb{R}, m_{\mu}\right)$ for any $\mu>-\frac{1}{2}$ with

$$
\begin{equation*}
0 \leq \operatorname{Tr}\left(E^{Q_{\mu}}(A) E^{P_{\mu}}(B)\right)=\int_{A} d m_{\mu}(x) \int_{B} d m_{\mu}(k)\left|\exp _{\mu}(i k x)\right|^{2}<\infty \tag{1}
\end{equation*}
$$

Moreover, if $\mu>0$ and $m_{\mu}(A) m_{\mu}(B) \neq 0$ then we have that

$$
\begin{equation*}
\operatorname{Tr}\left(E^{Q_{\mu}}(A) E^{P_{\mu}}(B)\right)<m_{\mu}(A) m_{\mu}(B) \tag{2}
\end{equation*}
$$

In particular, the operators $Q_{\mu}$ and $P_{\mu}$ are not Accardi complementary if $\mu>0$.

In Pita-Sontz ${ }^{10}$ the conjecture is made that

$$
\begin{equation*}
\operatorname{Tr}\left(E^{Q_{\mu}}(A) E^{P_{\mu}}(B)\right)>m_{\mu}(A) m_{\mu}(B) \tag{3}
\end{equation*}
$$

for $A, B$ bounded Borel sets of positive $m_{\mu}$ measure and $-1 / 2<\mu<0$. We shall prove this result under the extra technical hypothesis $0 \notin A^{-}$and thereby establish that the operators $Q_{\mu}$ and $P_{\mu}$ are not Accardi complementary for $-1 / 2<\mu<0$.

The organization of this article is as follows. In the next section we present a theorem that will allow us to prove the main result in Section 3. Finally in Section 4, we prove several new identities of $\mu$-deformed quantities, including all of those conjectured in Pita-Sontz ${ }^{10}$.

## 2. Preliminary Results

We take $\mu>-\frac{1}{2}$ arbitrary unless otherwise stated. We denote by $\mathbb{N}$ the set of non-negative integers and by $\mathbb{Z}$ the set of all integers.

Definition 2.1. The $\mu$-deformed factorial function $\gamma_{\mu}: \mathbb{N} \rightarrow \mathbb{R}$ is defined by $\gamma_{\mu}(0):=1$ and

$$
\gamma_{\mu}(n):=(n+2 \mu \theta(n)) \gamma_{\mu}(n-1)
$$

where $n \geq 1$ and $\theta: \mathbb{N} \rightarrow\{0,1\}$ is the characteristic function of the odd integers.

This definition can be found in Rosenblum ${ }^{11}$. In the case $\mu=0$ we obtain the known object $\gamma_{0}(n)=n!$ (the factorial function). Next we define the $\mu$-deformed exponential function, which also can be found in Rosenblum ${ }^{11}$.

Definition 2.2. The $\mu$-deformed exponential function $\exp _{\mu}: \mathbb{C} \rightarrow \mathbb{C}$ is defined for $z \in \mathbb{C}$ by

$$
\exp _{\mu}(z):=\sum_{n=0}^{\infty} \frac{z^{n}}{\gamma_{\mu}(n)}
$$

It is easy to see that this series converges absolutely and uniformly on compact sets and so $\exp _{\mu}: \mathbb{C} \rightarrow \mathbb{C}$ is holomorphic (that is, it is an entire function). Observe also that, since $\gamma_{0}(n)=n$ !, the undeformed exponential function $\exp _{0}$ is just the usual complex exponential function exp.

Theorem 2.1. Suppose that $x \in \mathbb{R} \backslash\{0\}$.
(a) $\left|\exp _{\mu}(i x)\right|=1$ if and only if $\mu=0$.
(b) $\left|\exp _{\mu}(i x)\right|<1$ if and only if $\mu>0$.
(c) $\left|\exp _{\mu}(i x)\right|>1$ if and only if $-\frac{1}{2}<\mu<0$.

Remark 2.1. Clearly, $\exp _{\mu}(0)=1$ for all $\mu>-1 / 2$. The implication $\Leftarrow$ of Part (b) was proved by another method in Pita-Sontz ${ }^{10}$.

Proof. We let $J_{\nu}(z)$ denote the Bessel function of order $\nu$ with its standard domain of definition, namely the complex plane cut along the negative real axis: $\mathbb{C} \backslash(-\infty, 0]$. We will use formula (3.1.2) from Rosenblum ${ }^{11}$ :

$$
\begin{equation*}
\exp _{\mu}(-i x)=\Gamma\left(\mu+\frac{1}{2}\right) 2^{\mu-\frac{1}{2}} \frac{J_{\mu-\frac{1}{2}}(x)-i J_{\mu+\frac{1}{2}}(x)}{x^{\mu-\frac{1}{2}}} \tag{4}
\end{equation*}
$$

We will only need this identity for real $x>0$. Also, we will use the following two identities. First, we have for all $z \in \mathbb{C} \backslash(-\infty, 0]$ that

$$
\begin{equation*}
J_{\nu-1}(z)+J_{\nu+1}(z)=\frac{2 \nu}{z} J_{\nu}(z) \tag{5}
\end{equation*}
$$

which can be found as formula (9.1.27) in Abramowitz-Stegun ${ }^{1}$ or as formula (5.3.6) in Lebedev ${ }^{6}$. Next, for all $z \in \mathbb{C} \backslash(-\infty, 0]$ we have that

$$
\begin{equation*}
\frac{d}{d z}\left\{z^{-\nu} J_{\nu}(z)\right\}=-z^{-\nu} J_{\nu+1}(z) \tag{6}
\end{equation*}
$$

which comes from formula (9.1.30) in Abramowitz-Stegun ${ }^{1}$ or formula (5.3.5) in Lebedev ${ }^{6}$. We take $x>0$ in the following calculation. (Justi-
fications of the steps are given afterwards.)

$$
\begin{aligned}
\frac{d}{d x} & \left\{\left|\exp _{\mu}(-i x)\right|^{2}\right\} \\
= & \frac{d}{d x}\left\{\Gamma\left(\mu+\frac{1}{2}\right)^{2} 2^{2 \mu-1}\left[\left(x^{\frac{1}{2}-\mu} J_{\mu-\frac{1}{2}}(x)\right)^{2}+\left(x^{\frac{1}{2}-\mu} J_{\mu+\frac{1}{2}}(x)\right)^{2}\right]\right\} \\
= & \Gamma\left(\mu+\frac{1}{2}\right)^{2} 2^{2 \mu-1}\left[2\left(x^{\frac{1}{2}-\mu} J_{\mu-\frac{1}{2}}(x)\right)\left(-x^{\frac{1}{2}-\mu} J_{\mu+\frac{1}{2}}(x)\right)\right. \\
& \left.+2\left(x^{\frac{1}{2}-\mu} J_{\mu+\frac{1}{2}}(x)\right)\left(-x^{\frac{1}{2}-\mu} J_{\mu+\frac{3}{2}}(x)+x^{-\mu-\frac{1}{2}} J_{\mu+\frac{1}{2}}(x)\right)\right] \\
= & 2^{2 \mu} \Gamma\left(\mu+\frac{1}{2}\right)^{2} x^{1-2 \mu} J_{\mu+\frac{1}{2}}(x)\left[-J_{\mu-\frac{1}{2}}(x)-J_{\mu+\frac{3}{2}}(x)+\frac{1}{x} J_{\mu+\frac{1}{2}}(x)\right] \\
= & 2^{2 \mu} \Gamma\left(\mu+\frac{1}{2}\right)^{2} x^{1-2 \mu} J_{\mu+\frac{1}{2}}(x)\left[-\frac{2\left(\mu+\frac{1}{2}\right)}{x} J_{\mu+\frac{1}{2}}(x)+\frac{1}{x} J_{\mu+\frac{1}{2}}(x)\right] \\
= & (-\mu) 2^{2 \mu+1} \Gamma\left(\mu+\frac{1}{2}\right)^{2} x^{-2 \mu}\left(J_{\mu+\frac{1}{2}}(x)\right)^{2}
\end{aligned}
$$

The first equality follows from equation (4) and the fact that $J_{\nu}(x)$ is real for $x>0$. For the second equality we used equation (6) twice together with the identity

$$
x^{\frac{1}{2}-\mu} J_{\mu+\frac{1}{2}}(x)=x\left(x^{-\frac{1}{2}-\mu} J_{\mu+\frac{1}{2}}(x)\right)
$$

The third and fifth equalities follow from simple algebra, while the fourth is an application of equation (5).

So, for $x>0$ the derivative of $\left|\exp _{\mu}(-i x)\right|^{2}$ has the same sign as $-\mu$ or is zero. Since $\phi(x):=\left|\exp _{\mu}(-i x)\right|^{2}=\exp _{\mu}(-i x) \exp _{\mu}(i x)$ is an even function of $x \in \mathbb{R}$, it follows that its derivative $\phi^{\prime}(x)$ is an odd function of $x \in \mathbb{R}$. So, for $x<0$ the derivative $\phi^{\prime}(x)$ has the same sign as $\mu$ or is zero. Of course, this agrees with the classical result when $\mu=0$, namely that the derivative of

$$
\left|\exp _{0}(-i x)\right|^{2}=|\exp (-i x)|^{2}=1
$$

is identically zero. We now consider the case when $\mu \neq 0$. Then $\phi(x)=$ $\exp _{\mu}(-i x) \exp _{\mu}(i x)$ is clearly real analytic (in the variable $x \in \mathbb{R}$ ) and not constant. And this implies that the critical points of $\phi(x)$ are isolated. But $x=0$ is a critical point of $\phi(x)$, since $\phi^{\prime}(x)$ is odd and continuous, implying that $\phi^{\prime}(0)=0$. And the corresponding critical value is $\phi(0)=\left|\exp _{\mu}(0)\right|^{2}=$ 1.

Now the above analysis of the sign of the derivative of $\left|\exp _{\mu}(-i x)\right|^{2}$ in the intervals $(-\infty, 0)$ and $(0, \infty)$ shows that the critical value 1 at $x=0$
is an absolute minimum if $-1 / 2<\mu<0$ while it is an absolute maximum if $\mu>0$. And thus we have shown all three parts of the statement of the theorem.

## 3. Main Result

We are now ready to state and prove our main result.
Theorem 3.1. Let $A$ and $B$ be bounded Borel subsets of $\mathbb{R}$ with $0 \notin A^{-}$, the closure of $A$. If $-1 / 2<\mu<0$ and $m_{\mu}(A) m_{\mu}(B) \neq 0$ then we have that

$$
\begin{equation*}
\operatorname{Tr}\left(E^{Q_{\mu}}(A) E^{P_{\mu}}(B)\right)>m_{\mu}(A) m_{\mu}(B) \tag{7}
\end{equation*}
$$

In particular, the operators $Q_{\mu}$ and $P_{\mu}$ are not Accardi complementary for $-1 / 2<\mu<0$.

Proof. The formula (1) of Theorem 1.1 holds. So we use the lower bound of part (c) of Theorem 2.1 to estimate the integral in formula (1) from below. This gives the result.

## 4. Some Identities

In this section we always will take $\mu>-\frac{1}{2}$. Recall that the $\mu$-deformed factorial function $\gamma_{\mu}(n)$ has been defined in Definition 2.1.

Definition 4.1. The $\mu$-deformed binomial coefficient is defined for all $n \in$ $\mathbb{N}$ and $k \in \mathbb{Z}$ by

$$
\binom{n}{k}_{\mu}:=\frac{\gamma_{\mu}(n)}{\gamma_{\mu}(n-k) \gamma_{\mu}(k)}
$$

if $0 \leq k \leq n$ and $\binom{n}{k}_{\mu}:=0$ for other integer values of $k$. For $n \in \mathbb{N}$ and $x, y \in \mathbb{C}$ the $n$-th $\mu$-deformed binomial polynomial (or $\mu$-deformed binomial polynomial of degree $n$ ) is defined by

$$
p_{n, \mu}(x, y):=\sum_{k=0}^{n}\binom{n}{k}_{\mu} x^{k} y^{n-k} .
$$

These definitions can be found in Rosenblum. ${ }^{11}$ In the case $\mu=0$ we obtain the known objects $\binom{n}{k}_{0}=\binom{n}{k}$ (the binomial coefficient) and $p_{n, 0}(x, y)=\sum_{k=0}^{n}\binom{n}{k} x^{k} y^{n-k}$ (the $n$-th binomial polynomial $\left.(x+y)^{n}\right)$. Note that $p_{0, \mu}(x, y)=1$ and $p_{1, \mu}(x, y)=x+y$. So the $\mu$-deformed binomial polynomials of degree 0 and 1 are the same as the undeformed binomial
polynomials of the same degree. However, $p_{n, \mu}(x, y)$ does depend on $\mu$ for $n \geq 2$.

Clearly we have that $\gamma_{\mu}(n)>0$ for all $n \in \mathbb{N}$ and thus $\binom{n}{k}_{\mu} \geq 0$ for all $n \in \mathbb{N}$ and $k \in \mathbb{Z}$. Observe also that for all $n \in \mathbb{N}$ and $\mu>-\frac{1}{2}$ we have that

$$
\binom{n}{0}_{\mu}=\binom{n}{n}_{\mu}=1
$$

and

$$
\binom{n}{k}_{\mu}=\binom{n}{n-k}_{\mu}
$$

The Pascal Triangle property $\binom{n}{k-1}+\binom{n}{k}=\binom{n+1}{k}$ for the binomial coefficients has the following form in the $\mu$-deformed setting.

Theorem 4.1. For $n \in \mathbb{N}$ and $k \in \mathbb{Z}$ we have that

$$
\begin{equation*}
\binom{2 n}{k-1}_{\mu}+\binom{2 n}{k}_{\mu}=\binom{2 n+1}{k}_{\mu} \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\binom{2 n+1}{k-1}_{\mu}+\binom{2 n+1}{k}_{\mu}=\left(1+\frac{2 \mu \theta(k)}{n+1}\right)\binom{2 n+2}{k}_{\mu} \tag{9}
\end{equation*}
$$

Proof. Observe that formula (8) is trivial if $k \leq 0$ or $k \geq 2 n+1$. So let us take $0<k<2 n+1$. Since $\theta(2 n+1-k)+\theta(k)=1$, we have that

$$
\begin{aligned}
& \binom{2 n}{k-1}_{\mu}+\binom{2 n}{k}_{\mu} \\
= & \frac{\gamma_{\mu}(2 n)}{\gamma_{\mu}(k-1) \gamma_{\mu}(2 n-k+1)}+\frac{\gamma_{\mu}(2 n)}{\gamma_{\mu}(k) \gamma_{\mu}(2 n-k)} \\
= & \frac{k+2 \mu \theta(k)}{2 n+1+2 \mu} \frac{\gamma_{\mu}(2 n+1)}{\gamma_{\mu}(k) \gamma_{\mu}(2 n-k+1)} \\
& +\frac{2 n+1-k+2 \mu \theta(2 n+1-k)}{2 n+1+2 \mu} \frac{\gamma_{\mu}(2 n+1)}{\gamma_{\mu}(k) \gamma_{\mu}(2 n-k+1)} \\
= & \frac{2 n+1+2 \mu(\theta(2 n+1-k)+\theta(k))}{2 n+1+2 \mu}\binom{2 n+1}{k}_{\mu} \\
= & \binom{2 n+1}{k}_{\mu}
\end{aligned}
$$

which proves (8). Similarly, formula (9) is trivial if $k \leq 0$ or $k \geq 2 n+2$. So let us take $0<k<2 n+2$. Since $\theta(2 n+2-k)=\theta(k)$, we have that

$$
\begin{aligned}
& \binom{2 n+1}{k-1}_{\mu}+\binom{2 n+1}{k}_{\mu} \\
= & \frac{\gamma_{\mu}(2 n+1)}{\gamma_{\mu}(k-1) \gamma_{\mu}(2 n+2-k)}+\frac{\gamma_{\mu}(2 n+1)}{\gamma_{\mu}(k) \gamma_{\mu}(2 n+1-k)} \\
= & \frac{k+2 \mu \theta(k)}{2 n+2} \frac{\gamma_{\mu}(2 n+2)}{\gamma_{\mu}(k) \gamma_{\mu}(2 n+2-k)} \\
& +\frac{2 n+2-k+2 \mu \theta(2 n+2-k)}{2 n+2} \frac{\gamma_{\mu}(2 n+2)}{\gamma_{\mu}(k) \gamma_{\mu}(2 n+2-k)} \\
= & \left(1+\frac{\mu(\theta(k)+\theta(2 n+2-k))}{n+1}\right)\binom{2 n+2}{k}_{\mu} \\
= & \left(1+\frac{2 \mu \theta(k)}{n+1}\right)\binom{2 n+2}{k}_{\mu}
\end{aligned}
$$

which proves (9).

In the undeformed case we have $(x+y)(x+y)^{n}=(x+y)^{n+1}$. But, when working with $\mu$-deformed binomial polynomials $p_{n, \mu}(x, y)$ for $\mu \neq 0$, the corresponding result is described in the following proposition.

Theorem 4.2. Let $x, y \in \mathbb{C}$ and $n \in \mathbb{N}$. Then we have that

$$
\begin{equation*}
p_{1, \mu}(x, y) p_{2 n, \mu}(x, y)=p_{2 n+1, \mu}(x, y) \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{1, \mu}(x, y) p_{2 n+1, \mu}(x, y)=p_{2 n+2, \mu}(x, y)+\frac{2 \mu}{n+1} \sum_{k=0}^{n}\binom{2 n+2}{2 k+1}_{\mu} x^{2 k+1} y^{2 n+1-2 k} \tag{11}
\end{equation*}
$$

Remark 4.1. Formula (10) appears in Rosenblum ${ }^{11}$ (Corollary 4.4), where $\mu$ is assumed to be a positive parameter.

Proof. By using (8) we have that

$$
\begin{aligned}
p_{1, \mu}(x, y) p_{2 n, \mu}(x, y) & =(x+y) \sum_{k=0}^{2 n}\binom{2 n}{k}_{\mu} x^{k} y^{2 n-k} \\
& =\sum_{k=1}^{2 n+1}\binom{2 n}{k-1}_{\mu} x^{k} y^{2 n-k+1}+\sum_{k=0}^{2 n}\binom{2 n}{k}_{\mu} x^{k} y^{2 n-k+1} \\
& =\sum_{k=0}^{2 n+1}\left(\binom{2 n}{k-1}_{\mu}+\binom{2 n}{k}_{\mu}\right) x^{k} y^{2 n-k+1} \\
& =\sum_{k=0}^{2 n+1}\binom{2 n+1}{k}_{\mu} x^{k} y^{2 n-k+1} \\
& =p_{2 n+1, \mu}(x, y)
\end{aligned}
$$

which proves (10). Now, by using (9) we have that

$$
\begin{aligned}
& p_{1, \mu}(x, y) p_{2 n+1, \mu}(x, y) \\
= & (x+y) \sum_{k=0}^{2 n+1}\binom{2 n+1}{k}_{\mu} x^{k} y^{2 n+1-k} \\
= & \sum_{k=1}^{2 n+2}\binom{2 n+1}{k-1}_{\mu} x^{k} y^{2 n+2-k}+\sum_{k=0}^{2 n+1}\binom{2 n+1}{k}_{\mu} x^{k} y^{2 n+2-k} \\
= & \sum_{k=0}^{2 n+2}\left(\binom{2 n+1}{k-1}_{\mu}+\binom{2 n+1}{k}_{\mu}\right)^{2 n} x^{2 n+2-k} \\
= & \sum_{k=0}^{2 n+2}\left(1+\frac{2 \mu \theta(k)}{n+1}\right)\binom{2 n+2}{k}_{\mu} x^{k} y^{2 n+2-k} \\
= & \sum_{k=0}^{2 n+2}\binom{2 n+2}{k}_{\mu} x^{k} y^{2 n+2-k}+\frac{2 \mu}{n+1} \sum_{k=0}^{2 n+2} \theta(k)\binom{2 n+2}{k}_{\mu} x^{k} y^{2 n+2-k} \\
= & p_{2 n+2, \mu}(x, y)+\frac{2 \mu}{n+1} \sum_{k=0}^{n}\binom{2 n+2}{2 k+1}_{\mu} x^{2 k+1} y^{2 n+1-2 k},
\end{aligned}
$$

which proves (11).

Theorem 4.3.
(a) For $n \in \mathbb{N}$ we have that

$$
\begin{equation*}
p_{2 n+1, \mu}(1,-1)=0 \tag{12}
\end{equation*}
$$

(b) $p_{0, \mu}(1,-1)=1$.
(c) For $n \geq 1$ we have that

$$
\begin{equation*}
p_{2 n, \mu}(1,-1)=\frac{2 \mu}{n} \sum_{k=0}^{n-1}\binom{2 n}{2 k+1}_{\mu} \tag{13}
\end{equation*}
$$

(d) For $n \in \mathbb{N}$ we have that

$$
\begin{equation*}
p_{2 n, \mu}(1,-1)=\frac{2^{2 n} \mu}{n+\mu} \prod_{k=1}^{n} \frac{k+\mu}{k+2 \mu} \tag{14}
\end{equation*}
$$

(e) For $n \geq 1$ we have that

$$
\begin{equation*}
p_{4 n, \mu}(1,-1)=\mu \frac{2^{2 n} \prod_{k=n+1}^{2 n-1}(\mu+k)}{\prod_{k=1}^{n}(\mu+k-1 / 2)} \tag{15}
\end{equation*}
$$

(f) For $n \geq 1$ we have that

$$
\begin{equation*}
p_{4 n-2, \mu}(1,-1)=\mu \frac{2^{2 n-1} \prod_{k=n+1}^{2 n-1}(\mu+k-1)}{\prod_{k=1}^{n}(\mu+k-1 / 2)} \tag{16}
\end{equation*}
$$

Remark 4.2. Formulas (13), (15) and (16) were conjectured in PitaSontz ${ }^{10}$. Note that (14) is new and that it turns out, as we will show, to be a compact way of writing both (15) and (16).

Proof. (a) Though (12) is a direct consequence of (10) with $x=$ 1 and $y=-1 \quad\left(\right.$ since $p_{2 n+1, \mu}(1,-1)=p_{1, \mu}(1,-1) p_{2 n, \mu}(1,-1)=$ $\left.(1-1) p_{2 n, \mu}(1,-1)=0\right)$, we would like to mention that one can prove (12) proceeding directly from the definition and using the symmetry property $\binom{n}{k}_{\mu}=\binom{n}{n-k}_{\mu}$ mentioned above:

$$
\begin{aligned}
p_{2 n+1, \mu}(1,-1) & =\sum_{k=0}^{2 n+1}\binom{2 n+1}{k}_{\mu}(-1)^{k} \\
& =\sum_{k=0}^{n}\binom{2 n+1}{k}_{\mu}(-1)^{k}+\sum_{k=n+1}^{2 n+1}\binom{2 n+1}{k}_{\mu}(-1)^{k} \\
& =\sum_{k=0}^{n}\binom{2 n+1}{k}_{\mu}(-1)^{k}+\sum_{j=n}^{0}\binom{2 n+1}{2 n+1-j}_{\mu}(-1)^{2 n+1-j} \\
& =\sum_{k=0}^{n}\binom{2 n+1}{k}_{\mu}(-1)^{k}-\sum_{j=0}^{n}\binom{2 n+1}{j}_{\mu}(-1)^{j} \\
& =0
\end{aligned}
$$

(b) This is immediate.
(c) First we observe that using (11) with $x=1, y=-1$ and $n$ replaced by $n-1$, we obtain

$$
p_{2 n, \mu}(1,-1)+\frac{2 \mu}{n} \sum_{k=0}^{n-1}\binom{2 n}{2 k+1}_{\mu}(-1)=p_{1, \mu}(-1,1) p_{2 n-1, \mu}(1,-1)=0,
$$

and therefore

$$
\begin{equation*}
p_{2 n, \mu}(1,-1)=\frac{2 \mu}{n} \sum_{k=0}^{n-1}\binom{2 n}{2 k+1}_{\mu} \tag{17}
\end{equation*}
$$

for $n \geq 1$. This proves Part (c).
(d) The case $n=0$ as well as the case $\mu=0$ are each trivial. (In the case when both $n=0$ and $\mu=0$ we use the convention that $\mu /(n+\mu)=1$. We also use the standard convention that a product over an empty index set is 1.) So hereafter we take $n \geq 1$ and $\mu \neq 0$.

Using the previous formula we obtain for $n \geq 1$ that

$$
\begin{aligned}
p_{2 n, \mu}(1,-1) & =\frac{2 \mu}{n} \sum_{k=0}^{n-1}\binom{2 n}{2 k+1}_{\mu} \\
& =\frac{\mu}{n}\left(\sum_{k=0}^{2 n}\binom{2 n}{k}_{\mu}-\sum_{k=0}^{2 n}\binom{2 n}{k}_{\mu}(-1)^{k}\right) \\
& =\frac{\mu}{n}\left(p_{2 n, \mu}(1,1)-p_{2 n, \mu}(1,-1)\right),
\end{aligned}
$$

and thus

$$
\begin{equation*}
p_{2 n, \mu}(1,-1)=\frac{\mu}{n+\mu} p_{2 n, \mu}(1,1) \tag{18}
\end{equation*}
$$

From (10) with $x=y=1$ we obtain

$$
\begin{equation*}
p_{2 n+1, \mu}(1,1)=p_{1, \mu}(1,1) p_{2 n, \mu}(1,1)=(1+1) p_{2 n, \mu}(1,1)=2 p_{2 n, \mu}(1,1) \tag{19}
\end{equation*}
$$

Similarly from (11) with $x=y=1$ we get

$$
p_{1, \mu}(1,1) p_{2 n-1, \mu}(1,1)=p_{2 n, \mu}(1,1)+\frac{2 \mu}{n} \sum_{k=0}^{n-1}\binom{2 n}{2 k+1}_{\mu}
$$

which by using $p_{1, \mu}(1,1)=2$ and (17) becomes

$$
2 p_{2 n-1, \mu}(1,1)=p_{2 n, \mu}(1,1)+p_{2 n, \mu}(1,-1)
$$

This last expression together with (18) gives us

$$
\begin{aligned}
2 p_{2 n-1, \mu}(1,1) & =p_{2 n, \mu}(1,1)+p_{2 n, \mu}(1,-1) \\
& =p_{2 n, \mu}(1,1)+\frac{\mu}{n+\mu} p_{2 n, \mu}(1,1) \\
& =\frac{n+2 \mu}{n+\mu} p_{2 n, \mu}(1,1)
\end{aligned}
$$

So we have

$$
\begin{equation*}
p_{2 n, \mu}(1,1)=\frac{2(n+\mu)}{n+2 \mu} p_{2 n-1, \mu}(1,1) \tag{20}
\end{equation*}
$$

We claim that for $n \in \mathbb{N}$ we have that

$$
\begin{equation*}
p_{2 n, \mu}(1,1)=2^{2 n} \prod_{k=1}^{n} \frac{k+\mu}{k+2 \mu} \tag{21}
\end{equation*}
$$

This is trivial for $n=0$, while for $n=1$ we have

$$
\begin{aligned}
p_{2, \mu}(1,1) & =\sum_{k=0}^{2}\binom{2}{k}_{\mu}=2+\binom{2}{1}_{\mu}=2+\frac{2}{1+2 \mu} \\
& =4 \frac{1+\mu}{1+2 \mu}=2^{2(1)} \prod_{k=1}^{1} \frac{k+\mu}{k+2 \mu} .
\end{aligned}
$$

Arguing by induction, we now assume that (21) is valid for a given $n \in \mathbb{N}$. Then by also using (19) and (20) we have

$$
\begin{aligned}
p_{2 n+2, \mu}(1,1) & =\frac{2(n+1+\mu)}{n+1+2 \mu} p_{2 n+1, \mu}(1,1) \\
& =\frac{2(n+1+\mu)}{n+1+2 \mu} 2 p_{2 n, \mu}(1,1) \\
& =\frac{2^{2}(n+1+\mu)}{n+1+2 \mu} 2^{2 n} \prod_{k=1}^{n} \frac{k+\mu}{k+2 \mu} \\
& =2^{2 n+2} \prod_{k=1}^{n+1} \frac{k+\mu}{k+2 \mu}
\end{aligned}
$$

which proves (21) for $n+1$ and so proves our claim. Finally, from (18) and (21) we have that

$$
\begin{aligned}
p_{2 n, \mu}(1,-1) & =\frac{\mu}{n+\mu} p_{2 n, \mu}(1,1) \\
& =\frac{2^{2 n} \mu}{n+\mu} \prod_{k=1}^{n} \frac{k+\mu}{k+2 \mu}
\end{aligned}
$$

which proves (14) and so concludes the proof of Part (d).
(e) Using (14) for $2 n$ in place of $n$ we have that

$$
\begin{aligned}
& p_{4 n}(1,-1)=\frac{2^{4 n} \mu}{2 n+\mu} \prod_{k=1}^{2 n} \frac{k+\mu}{k+2 \mu} \\
= & \frac{2^{2 n} \mu}{2 n+\mu} \prod_{k=1}^{2 n} \frac{2 k+2 \mu}{k+2 \mu} \\
= & \frac{2^{2 n} \mu}{2 n+\mu} \cdot \frac{(2+2 \mu)(4+2 \mu) \cdots(4 n-2+2 \mu)(4 n+2 \mu)}{(1+2 \mu)(2+2 \mu) \cdots(2 n-1+2 \mu)(2 n+2 \mu)} \\
= & \frac{2^{2 n} \mu}{2 n+\mu} \cdot \frac{(2 n+2+2 \mu)(2 n+4+2 \mu) \cdots(4 n-2+2 \mu)(4 n+2 \mu)}{(1+2 \mu)(3+2 \mu) \cdots(2 n-3+2 \mu)(2 n-1+2 \mu)} \\
= & \frac{2^{2 n} \mu}{2 n+\mu} \cdot \frac{2^{n}}{2^{n}} \cdot \frac{(\mu+n+1)(\mu+n+2) \cdots(\mu+2 n-1)(\mu+2 n)}{(\mu+1 / 2)(\mu+3 / 2) \cdots(\mu+n-3 / 2)(\mu+n-1 / 2)} \\
= & 2^{2 n} \mu \cdot \frac{\prod_{k=n+1}^{2 n-1}(\mu+k)}{\prod_{k=1}^{n}(\mu+k-1 / 2)}
\end{aligned}
$$

and this shows (15).
(f) Using (14) for $2 n-1$ in place of $n$ we have that

$$
\begin{aligned}
& p_{4 n-2}(1,-1)=\frac{2^{4 n-2} \mu}{2 n-1+\mu} \prod_{k=1}^{2 n-1} \frac{k+\mu}{k+2 \mu} \\
= & \frac{2^{2 n-1} \mu}{2 n-1+\mu} \prod_{k=1}^{2 n-1} \frac{2 k+2 \mu}{k+2 \mu} \\
= & \frac{2^{2 n-1} \mu}{2 n-1+\mu} \cdot \frac{(2+2 \mu)(4+2 \mu) \cdots(4 n-4+2 \mu)(4 n-2+2 \mu)}{(1+2 \mu)(2+2 \mu) \cdots(2 n-2+2 \mu)(2 n-1+2 \mu)} \\
= & \frac{2^{2 n-1} \mu}{2 n-1+\mu} \cdot \frac{(2 n+2 \mu)(2 n+2+2 \mu) \cdots(4 n-4+2 \mu)(4 n-2+2 \mu)}{(1+2 \mu)(3+2 \mu) \cdots(2 n-3+2 \mu)(2 n-1+2 \mu)} \\
= & \frac{2^{2 n-1} \mu}{2 n-1+\mu} \cdot \frac{2^{n}}{2^{n}} \cdot \frac{(\mu+n)(\mu+n+1) \cdots(\mu+2 n-2)(\mu+2 n-1)}{(\mu+1 / 2)(\mu+3 / 2) \cdots(\mu+n-3 / 2)(\mu+n-1 / 2)} \\
= & 2^{2 n-1} \mu \cdot \frac{\prod_{k=n+1}^{2 n-1}(\mu+k-1)}{\prod_{k=1}^{n}(\mu+k-1 / 2)}
\end{aligned}
$$

and this shows (16).
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One of the main activities of the brain is the recognition of signals. Based on the bosonic Fock space we consider a quantum model of recognition reflecting common expiriences of modern brain research.

Keywords: Bosonic Fock space, beam splitting, recognition, brain models.

## 1. Introduction

Specialists in modern brain research are convinced that signals in the brain should be coded by populations of excited neurons. Considering models based on classical probability theory states of signals should be identified with probability distributions of certain random point fields located inside the volume of the brain. We have constructed a more general description of signals in terms of quantum point systems in order to explain some fundamental facts concerning the procedure of recognition of signals. As it was pointed out in some papers by Singer $\left({ }^{1}\right)$ and other specialists of modern brain research the procedure of recognition can be described as follows: There is a set of complex signals stored in the memory. Choosing one of these signals may be interpreted as generating a hypothesis concerning an "expected view of the world". Then the brain compares a signal arising from our senses with the signal chosen from the memory. That procedure changes the state of both of the signals in such a manner that after the
procedure the signals coincide in a certain sense.
Furthermore, measurements of that procedure like EEG or MEG are based on the fact that $\left({ }^{2}\right)$ recognition of signals causes a certain loss of excited neurons, i. e., the neurons change their state from "to be excited" to "nonexcited" (firing of the neurons).
Now, our quantum model of the recognition process reflects both, that change of the signals and the loss of excited neurons.
Furthermore, due to the fact that quantum theory is non-local our model reflects the fact that activity in one part of the brain causes immediately certain changes of the other parts of the brain. For that reason our quantum model of the brain may answer the main question or problem of modern brain research, namely, how to explain that activities in one region of the brain have immediate consequences concerning the other regions (binding problem).

## 2. Some Postulates Concerning the Recognition of Signals

Wolf Singer is a well-known specialist in modern brian research. In his book $\left({ }^{1}\right)$ he summarizes some common experiences mainly found out in the last decade.
From this point of view a mathematical model of the procedure of recognition of signals should reflect the following postulates:
(P1) The brain acts discrete in time.
(P2) Signals are represented by populations of excited neurons.
(P3) Signals can be decomposed into parts in compliance with the fact that there are different regions of the brain being responsible for different tasks, e. g. the visual centre of the brain consists of more than 40 regions. Some regions are responsible for the recognition of different colors. Other parts deal only with certain geometrical objects etc.
(P4) The brain acts parallel corresponding to the different regions.
(P5) The brain permanently created complex signals representing a hypothesis concerning an "expected view of the world".
(P6) Recognition of a signal produced by our senses is a random event which can occur as a consequence of the interaction of that signal and a signal created by the brain.
(P7) Recognition causes a loss of excited neurons in some regions of the brain, e. g., the neurons change their state from excited to nonexcited (firing of neurons).

That is what medical doctors can measure with certain instruments like EEG and MEG.
(P8) Recognition changes the state of the signal coming from our senses according to the "expected view of the world" represented by the signal chosen from the memory. You will be aware of that changed signal.
Psychologists consider as a proven fact that nobody is able to recognize the real world. What one will be aware of is in some sense a mixture of the real world and what one expects to see partially depending on the experiences or on the knowledge. Especially in case of some diseases of the brain there is a large difference between the real world and what the patient believes to see - for instance: feeling some pains in a leg or arm the patient lost long ago; seeing white mouses is often a problem of alkoholics; schizophrenics hear some voices etc.
(P9) Changes in some region of the brain have immediate consequences concerning the other regions.

Now our brain contains about 100 billions of neurons. Thus a lot of signals could be described in terms of a classical probabilistic model according to postulate (P2). But there are many well-known facts being in contradiction to classical models. For instance (P9) is in contradiction to classical models. Further, there is no special region where the memory is localized, i. e., one cannot distinguish neurons supporting signals and neurons supporting the memory - they permanently change their purpose without any loss of information.
For further details we refer to $\left({ }^{3}\right)$. There H. Stapp especially argues for a quantum model of brain activities because classical physics cannot explain consciousness because it cannot explain how the whole can be more than the parts.

We will consider a quantum model of the process of recognition. Components of our model are

- a Hilbert space $H$ representing signals
- a Hilbert space $\bar{H}$ representing the memory
- an isometry $D: \bar{H} \rightarrow \bar{H} \otimes H$ describing the creation of signals
- an unitary operator $V$ on $H \otimes H$ describing the interaction of two signals

In the following we will specialize the components of our model according to the postulates mentioned above.

## 3. The Space of Signals

Starting point is suitable compact subset $G$ of $R^{d}$ representing the physical volume of the brain. If $G$ is equiped with Lebesques measure $\mu$ then as usual the Hilbert space $L^{2}(G)$ one uses in order to describe a quantum particle inside of $G$. Now, a neuron is excited if a certain amount of energy (electric potential) is stored in that neuron. For that reason we identify:
neuron is excited $\Leftrightarrow$ a quantum particle is localized inside of the neuron
i. e. in the sense of our model the quantum particle represents that amount of energy which makes the difference between an excited and nonexcited neuron.

In this sense the bosonic Fock space $\Gamma\left(L^{2}(G)\right)$ represents populations of excited neurons inside the volume $G$ of the brain.
Now remember the postulate (P2) that signals are represented by populations of excited neurons. For that reason we will use that Fock space in order to describe signals, i. e. we put $H:=\Gamma\left(L^{2}(G)\right)$
There is a well-known property of the bosonic Fock space:
Let $G_{1}, \ldots, G_{n}$ be a decomposition of $G$ into measurable subsets. Then one can identify

$$
\begin{equation*}
\Gamma\left(L^{2}(G)\right)=\bigotimes_{r=1}^{n} \Gamma\left(L^{2}\left(G_{r}\right)\right) \tag{1}
\end{equation*}
$$

For that reason the use of the bosonic Fock space ensures the postulate (P3), that signals can be decomposed into parts in compliance with the fact that there are different regions of the brain being responsible for different tasks.

Now let us consider the unitary operator $V$ on $H \otimes H$ describing the interaction of two signals. We fix again a decomposition of $G$ into measurable subsets $G_{1}, \ldots, G_{n}$ in compliance with the fact that there are different parts of the brain being responsible for different tasks.
Because of that decomposition (1) of the Fock space we can identify

$$
\begin{equation*}
H \bigotimes H=\bigotimes_{r=1}^{n}\left(\Gamma\left(L^{2}\left(G_{r}\right)\right) \bigotimes \Gamma\left(L^{2}\left(G_{r}\right)\right)\right) \tag{2}
\end{equation*}
$$

Remember postulate (P4) that the brain acts parallel corresponding to the different regions. For that reason the unitary operator $V$ should be of the type

$$
\begin{equation*}
V=\bigotimes_{r=1}^{n} V_{G_{r}} \tag{3}
\end{equation*}
$$

where $V_{G_{r}}$ is an unitary operator on $\Gamma\left(L^{2}\left(G_{r}\right)\right) \otimes\left(L^{2}\left(G_{r}\right)\right)(r=1, \ldots, n)$.
Now experiments show that the regions can increase or decrease ( ${ }^{4}$ ). Further they can change their location on the surface of the brain $\left({ }^{5}\right)$.
On the other hand the physical structure of the brain doesn't change, i. e. there are always the same neurons, nonspecialized concerning the task they are involved.
For that reason (3) should hold for all decompositions $G_{1}, \ldots, G_{n}$ of $G$.
That is a very strong condition. One checks $\left({ }^{6}\right)$ that there are only the following candidates

$$
\begin{aligned}
V= & V^{b}, \text { where } b=\left[b_{1}, b_{2}, b_{3}, b_{4}\right]: G \rightarrow C^{4} \text { with } \\
& \left|b_{1}\right|^{2}+\left|b_{2}\right|^{2} \equiv 1 \equiv\left|b_{3}\right|^{2}+\left|b_{4}\right|^{2}, b_{1} \bar{b}_{3}+b_{2} \bar{b}_{4} \equiv 0
\end{aligned}
$$

such that for exponential vectors hold

$$
V^{b} \exp (f) \bigotimes \exp (g)=\exp \left(b_{1} f+b_{2} g\right) \bigotimes \exp \left(b_{3} f+b_{4} g\right) \quad\left(f, g \in L^{2}(G)\right)
$$

Now in $\left({ }^{1}\right)$ it was stated that the neurons are "nonspecialized". That implies that the functions $b_{k}$ should be constant.
Finally, models of learning and dreaming should reflect further postulates leading to the conditions that $V(\psi \otimes \exp (0))$ should be always symmetrically and it should hold $V V=I_{H \otimes H}$. These conditions imply

$$
b_{4}=-\frac{1}{\sqrt{2}}, b_{k}=\frac{1}{\sqrt{2}} \quad(k=1,2,3) \text { or } b_{4}=\frac{1}{\sqrt{2}}, b_{k}=-\frac{1}{\sqrt{2}} \quad(k=1,2,3) .
$$

Without loss of generality we choose the first possibility.
Summarizing we can conclude that the interaction of two signals should be described by the symmetric beam splitter $V$ on $H \otimes H$ characterized by

$$
\begin{align*}
& V \exp (f) \bigotimes \exp (g)= \exp \left(\frac{1}{\sqrt{2}}(f+g)\right) \bigotimes \exp \left(\frac{1}{\sqrt{2}}(f-g)\right)  \tag{4}\\
&\left(f, g \in L^{2}(G)\right)
\end{align*}
$$

Remark: The operator $V$ is unitary and selfadjoint. Further $V$ is a socalled exchange-operator, i. e., $V$ preserves the number of excited neurons supporting both of the signals in each part of $G$. For that reason the use
of the unitary operator $V$ reflects that signals permanently exchange their supports without any loss of information $\left({ }^{1}\right)$. Let me remark that we have investigated the class of all exchange-operators in $\left({ }^{7}\right)$.

## 4. The Memory

Now let us consider the (longterm) memory.
We have used the Hilbert space $H=\Gamma\left(L^{2}(G)\right)$ in order to describe signals (coded by sets of excited neurons). The memory contains the information concerning sets of signals. For that reason it seems to be reasonable to describe the memory using the Fock space corresponding to the space of signals $\bar{H}:=\Gamma(H)=\Gamma\left(\Gamma\left(L^{2}(G)\right)\right)$. That Hilbert space is to large.
We have to take into account that

- it makes no sense to store the "empty" signal, i. e., one should remove the vacuum part
- it is well-known $\left({ }^{1}\right)$ that there are finite sets of certain elementary signals corresponding to the different regions of the brain, and the only signals which can be stored in the memory are superpositions of such elementary signals.

For that reason we have constructed a certain subspace $H^{r e g} \subset H$ describing so-called regular signals as follows:
We fix again a decomposition of $G$ into measurable subsets $G_{1}, \ldots, G_{n}$ in compliance with the fact that there are different parts of the brain being responsible for different tasks.
We identify the set of elementary signals of type $r(=1, \ldots, n)$ with a certain finite ONS $|1, r\rangle, \ldots,\left|m_{r}, r\right\rangle$ in $\Gamma\left(L^{2}\left(G_{r}\right)\right)$ being coherent vectors where the vacuum part was removed $\left(^{8}\right)$. Then we consider the subspace $H_{r}$ of $\Gamma\left(L^{2}\left(G_{r}\right)\right)$ spanned by that ONS. Finally we put

$$
H^{r e g}:=\bigotimes_{r=1}^{n} H_{r} \subset \Gamma\left(L^{2}(G)\right)
$$

Only regular signals can be stored in the memory. For that reason we describe the memory using the Hilbert space

$$
\bar{H}:=\Gamma\left(H^{r e g}\right) \subset \Gamma\left(\Gamma\left(L^{2}(G)\right)\right)
$$

Let me remark that the ONS we have used consists of certain coherent states where the vacuum part was removed. That corresponds to a certain procedure of accumulation of signals $\left({ }^{9}\right)$.

Now the isometry $D: \bar{H} \rightarrow \bar{H} \otimes H$ describing the creation of signals according to postulate (P5) can be characterized using the coherent vectors from $\bar{H}$ as follows:

$$
D \exp (\psi)=(N+1)^{-\frac{1}{2}} \exp (\psi) \bigotimes \psi \quad\left(\psi \in H^{\text {reg }}\right)
$$

where $N$ denotes the number operator on $\Gamma(H)$.

## 5. Recognition of Signals

In order to describe the basic idea of recognition let us consider the special case that both the input signal $\psi^{\text {in }}$ and the signal $\psi^{\text {mem }}$ chosen from the memory correspond to coherent vectors:

$$
\begin{array}{ll}
\psi^{\text {in }}=|\exp (g)\rangle & \text {-input-signal } \\
\psi^{\text {mem }}=|\exp (f)\rangle & \text {-signal chosen from the memory }
\end{array}
$$

Then the interaction of the signals gives again a pair of coherent states

$$
V\left(\psi^{\text {mem }} \bigotimes \psi^{i n}\right)=\left|\exp \left(\frac{1}{\sqrt{2}}(f+g)\right)\right\rangle \bigotimes\left|\exp \left(\frac{1}{\sqrt{2}}(f-g)\right)\right\rangle
$$

If we have $f=g$ then $\left|\exp \left(\frac{1}{\sqrt{2}}(f-g)\right)\right\rangle=\exp (0)$ represents the vacuum state. Even in the case $f \neq g$ the vacuum can occur with probability $e^{-\frac{1}{2}\|f-g\|^{2}}$. In that case the next step gives the pair of states

$$
\begin{aligned}
& V\left|\exp \left(\frac{1}{\sqrt{2}}(f+g)\right)\right\rangle \bigotimes \exp (0) \\
& \quad=\left|\exp \left(\frac{1}{2}(f+g)\right)\right\rangle \bigotimes\left|\exp \left(\frac{1}{2}(f+g)\right)\right\rangle
\end{aligned}
$$

i. e. the pair of created signal and signal arising from the senses coincide after that two steps of exchange if the above mentioned event occurs.
For that reason we will interprete this event as "full recognition" (postulate (P6)). If nothing happens the second step of exchange reconstructs the original pair of states

$$
V V\left(\psi^{m e m} \bigotimes \psi^{i n}\right)=\psi^{m e m} \bigotimes \psi^{i n}
$$

and the procedure can start again.
Observe that the event of recognition causes a change of the signals. Furthermore, the repetitions of the procedure after the first recognition will not cause further changes of the pair of states. That reflects postulate (P8).

Finally the recognition causes a certain loss of excites neurons, with reflects postulate (P7). In the case of our example the expectation of that loss is

$$
\|f\|^{2}+\|g\|^{2}-\frac{1}{2}\|f+g\|^{2}=\frac{1}{2}\|f-g\|^{2} .
$$

Furthermore the model reflects another well-known experience, namely that in case of signals being "unexpected" from the point of view of the memory, the probability of recognition is small but the measured activity, i. e. the loss of excited neurons is large.
Normally full recognition doesn't occur - only some kind of partial recognition.
We fix again a decomposition of $G$ into measurable subsets $G_{1}, \ldots, G_{n}$. Let $\hat{H}_{r}$ be the subspace of $\Gamma\left(L^{2}\left(G_{r}\right)\right) \otimes \Gamma\left(L^{2}\left(G_{r}\right)\right)$ corresponding to the projection

$$
P r_{\hat{H}_{r}}:=V\left(I_{L^{2}\left(M\left(G_{r}\right)\right)} \bigotimes|\exp (0)\rangle\langle\exp (0)|\right) V \quad(r=1, \ldots, n)
$$

We define linear channels $K_{r}^{1}$ and $K_{r}^{0}$ from the set of positiv trace class operators $\rho$ on $\Gamma\left(L^{2}\left(G_{r}\right)\right) \otimes \Gamma\left(L^{2}\left(G_{r}\right)\right)$ into this set putting

$$
K_{r}^{1}(\rho):=\operatorname{Pr}_{\hat{H}_{r}} \rho P r_{\hat{H}_{r}} ; \quad K_{r}^{0}(\rho):=\rho \quad(r=1, \ldots, n) .
$$

Then we define linear channels from the set of positiv trace class operators on $\Gamma\left(L^{2}(G)\right) \otimes \Gamma\left(L^{2}(G)\right)$ into this set putting

$$
K_{\varepsilon_{1}, \ldots, \varepsilon_{n}}:=\bigotimes_{r=1}^{n} K_{r}^{\varepsilon_{r}} \quad\left(\varepsilon_{1}, \ldots, \varepsilon_{n} \in\{0,1\}\right) .
$$

If $\operatorname{tr} K_{\varepsilon_{1}, \ldots, \varepsilon_{n}}(\rho) \neq 0$ then we put

$$
\hat{K}_{\varepsilon_{1}, \ldots, \varepsilon_{n}}(\rho):=\frac{1}{\operatorname{tr} K_{\varepsilon_{1}, \ldots, \varepsilon_{n}}(\rho)} K_{\varepsilon_{1}, \ldots, \varepsilon_{n}}(\rho) .
$$

Now let us consider again the special case of coherent states

$$
\begin{aligned}
& |\exp (g)\rangle \text { - input-signal; } \\
& |\exp (f)\rangle \text { - signal chosen from the memory }
\end{aligned}
$$

i. e. we consider a pure state $\rho$ corresponding to

$$
|\exp (f)\rangle \bigotimes|\exp (g)\rangle=\bigotimes_{r=1}^{n}\left|\exp \left(f \chi_{G_{r}}\right)\right\rangle \bigotimes\left|\exp \left(g \chi_{G_{r}}\right)\right\rangle
$$

where $\chi_{G_{r}}$ denotes the indicator function of the set $G_{r} \subseteq G$. Then we get

$$
\hat{K}_{\varepsilon_{1}, \ldots, \varepsilon_{n}}(\rho)=\bigotimes_{r=1}^{n} \rho_{r}
$$

where the $\rho_{r}$ are pure states on $\Gamma\left(L^{2}\left(G_{r}\right)\right) \otimes \Gamma\left(L^{2}\left(G_{r}\right)\right)$ corresponding to $|\exp (f)\rangle \otimes|\exp (g)\rangle$ if $\varepsilon_{r}=0$. If we have "partial" recognition in the r-th region, i. e. $\varepsilon_{r}=1$ then $\rho_{r}$ is the pure state corresponding to

$$
\left|\exp \left(\frac{1}{\sqrt{2}}(f+g) \chi_{G_{r}}\right)\right\rangle \bigotimes\left|\exp \left(\frac{1}{\sqrt{2}}(f+g) \chi_{G_{r}}\right)\right\rangle
$$

i. e., the state $\rho$ will be transformed into the state $\hat{K}_{\varepsilon_{1}, \ldots, \varepsilon_{n}}(\rho)$ if we have partial recognition concerning the r-th regions of the brain with $\varepsilon_{r}=1$. In our special case of the state $\rho$ the probability of that event is

$$
\prod_{r=1}^{n}\left(e^{-\frac{\varepsilon_{r}}{2}\left\|(f-g) \chi_{G_{r}}\right\|^{2}}\left(1-\left(1-\varepsilon_{r}\right)\right) e^{-\frac{1-\varepsilon_{r}}{2}\left\|(f-g) \chi_{G_{r}}\right\|^{2}}\right)
$$

Now, recognition is a process with discrete time (see postulate (P1)). The procedure described above represents one step of that process. Step by step we get a sequence of random variables

$$
\bar{\varepsilon}^{m}=\left\lfloor\varepsilon_{1}^{m}, \ldots, \varepsilon_{n}^{m}\right\rfloor \in\{0,1\}^{n} \quad(m \geq 1)
$$

Where $\varepsilon_{r}^{m}=1$ means that there was partial recognition in the r-th region at time $m$.The sequence $\left(\bar{\varepsilon}^{m}\right)_{m \geq 1}$ is increasing, i. e. if we have $\varepsilon_{r}^{m}=1$ then it will be $\varepsilon_{r}^{m+k}=1$ for each $(k \geq 1)$. That means the recognition of the signal will be improved step by step up to the maximal level. Following $\left({ }^{5}\right)$ one step of this process lasts $10^{-13}-10^{-10} \mathrm{sec}$, and the whole procedure lasts $10^{-3}-10^{-1}$ sec.

## 6. Measurements of the EEG-Typ

Let $u$ be a function on $G$ representing the electric potential of one excited neuron measured by an electrode placed on the surface of the scalp. If $\varphi$ denotes a finite subset of $G$ representing the positions of a configuration of excited neurons then electric potential of that configuration measured by the electrode is given by

$$
U(\varphi):=\left(\sum_{x \in \varphi} u(x)\right)
$$

Now, the bosonic Fock space $H$ can be identified with a certain $L^{2}$-space of functions of finite point configurations, i. e. functions of finite subsets $\varphi$ of $G\left({ }^{10}\right)$, and the Fock space $\bar{H}$ can be identified with a certain $L^{2}$ space of functions of finite sets $\Phi$ of finite subsets of $G$. For that reason the elements of $\bar{H} \otimes H \otimes H$ are functions $\Psi\left(\Phi, \varphi_{1}, \varphi_{2}\right)$ where $\varphi_{1}$ and $\varphi_{2}$ are
finite subsets of $G$ and $\Phi$ denotes a finite set of finite subsets of $G$. One may interprete

$$
\begin{array}{ll}
\varphi_{1} & \text { - "support" of the created signal } \\
\varphi_{1} & \text { - "support" of the arriving signal } \\
\bigcup_{\varphi \in \Phi} \varphi & \text { - "support" of all signals in the memory }
\end{array}
$$

Then

$$
Z\left(\Phi, \varphi_{1}, \varphi_{2}\right):=\varphi_{1} \cup \varphi_{2} \cup \bigcup_{\varphi \in \Phi} \varphi
$$

represents the positions of all excited neurons in the brain. Consequently the operator of multiplication corresponding to the function $U\left(Z\left(\varphi_{1}, \varphi_{2}, \Phi\right)\right)$ represents the measurement of the electric potential of the brain corresponding to one electrode.
Now, in the case of an EEG-device one uses a sequence of potentials $\left(u_{k}\right)_{k=1}^{r}$ being of the typ $u_{k}(x):=u\left(x-y_{k}\right) \quad(x \in G)$.
Hereby, $y_{k}$ represents the position of the k -th electrode placed on the surface of the scalp. The corresponding operators of multiplication commute $\left.{ }^{8}\right)$, i. e., one is able to perform the corresponding measurements simultaneously.
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#### Abstract

We show that any unital normal *-endomorphism of a von Neumann algebra admits a Kallman type decomposition, i.e., it can be decomposed uniquely as a central direct sum of a family of $k$-inner endomorphisms and a properly outer endomorphism. This decomposition is stable under conjugacy and cocycle conjugacy.
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## Introduction

A classical result of R. Kallman, Theorem 1.11 in Ref., ${ }^{6}$ asserts that any automorphism of a von Neumann algebra can be decomposed as the direct sum of an inner and a freely acting automorphism. This decomposition result plays a central role in the theory of von Neumann algebras, being used extensively in their classification. ${ }^{2}$

Our main purpose in this paper is to show that a conceptually similar decomposition holds in a more general setting, i.e., for (not necessarily injective) unital normal *-endomorphisms of von Neumann algebras. This Kallman-type decomposition shows that the classification of endomorphisms of von Neumann algebras can be reduced to the classification of two particular classes of endomorphisms: the classes of $k$-inner and properly outer endomorphisms. One should note that a slightly similar reduction holds for $E_{0}$-semigroups, ${ }^{4}$ but the present theory carries much richer structure.

This paper is organized as follows. In Section 2 we introduce the classes of $k$-inner, properly outer and freely acting endomorphisms, and discuss some of their properties, as well as some examples. In Section 3 we prove our main theorem: any unital normal *-endomorphism of a von Neumann algebra decomposes uniquely as the direct sum of a family of $k$-inner endo-
morphisms and a properly outer endomorphism. We also discuss the structure of ergodic endomorphisms. In Section 4 we show that this decomposition is stable under conjugacy and cocycle conjugacy.

We close our introduction with a few remarks on notation, most of which is standard. It this paper, we consider only separable Hilbert spaces. Let $M \subset \mathfrak{B}(\mathcal{H})$ be a von Neumann algebra with center $\mathcal{Z}(M)$ and lattice of projections $\mathcal{P}(M)$, and let $\operatorname{End}(M)$ be the semigroup of all unital normal *-endomorphisms of $M$. For $\rho, \sigma \in \operatorname{End}(M)$, we consider the space of intertwiners between $\rho$ and $\sigma$,

$$
\operatorname{Hom}_{M}(\rho, \sigma)=\{u \in M \mid \sigma(x) u=u \rho(x), x \in M\}
$$

The fixed-point algebra of $\rho \in \operatorname{End}(M)$ is defined as $M^{\rho}=\{x \in M \mid \rho(x)=$ $x\}$. If $M^{\rho}$ reduces to scalars, then we say that $\rho$ is an ergodic endomorphism of $M$.

## 1. Preliminaries on $k$-inner and properly outer endomorphisms

We begin this section by recalling briefly some definitions and properties about inner endomorphisms of von Neumann algebras. For a detailed treatment of this matter, we refer the reader to Ref. ${ }^{8,11}$

Let $M$ be a von Neumann algebra. By a Hilbert space in a $M$ (Ref. ${ }^{11}$ ) we understand a norm-closed linear subspace $H$ of $M$ that satisfies the following conditions:
(1) $u^{*} u \in \mathbb{C} \cdot 1$, for every $u \in H$;
(2) $x H \neq\{0\}$, for every $x \in M, x \neq 0$.

Any Hilbert space $H$ in $M$ has a natural inner product $\langle u, v\rangle=v^{*} u \cdot 1$, $u, v \in H$, and this inner product makes $H$ into a genuine (complex) Hilbert space. An orthonormal basis for $H$ is then given by a family of isometries $\left\{u_{i}\right\}_{i=\overline{1, k}}$ of $M$ satisfying the Cuntz relations: ${ }^{3}$

$$
\begin{equation*}
u_{i}^{*} u_{j}=\delta_{i, j} \cdot 1 \text { and } \sum_{i=1}^{k} u_{i} u_{i}^{*}=1 \tag{1}
\end{equation*}
$$

where, if $k=\infty$, then the last sum is understood as convergence with respect to the strong topology of $M$.

As noted by J. Roberts, Lemma 2.2 in Ref., ${ }^{11}$ the Hilbert spaces in $M$ implement a canonical class of endomorphisms of $M$, called inner endomorphisms. More precisely, for any Hilbert space $H$ in $M$, there exists
an endomorphism $\rho_{H} \in \operatorname{End}(M)$, uniquely determined by the condition $H \subseteq \operatorname{Hom}_{M}\left(I d, \rho_{H}\right)$. In fact, if $\left\{u_{i}\right\}_{i=\overline{1, k}}$ is an orthonormal basis for $H$, then the endomorphism $\rho_{H}$ has the form

$$
\rho_{H}(x)=\sum_{i=1}^{k} u_{i} x u_{i}^{*}, \quad x \in M
$$

## 1.1. $k$-inner endomorphisms

Concerning the concept of inner endomorphism, one can naturally ask whether an inner endomorphism of $M$ can be implemented by Hilbert spaces in $M$ of different dimensions. If $M$ is a factor, then the answer of this question is known to be negative: any inner endomorphism $\rho$ of a factor $M$ is implemented by a unique Hilbert space in $M$, and this Hilbert space is exactly $\operatorname{Hom}_{M}(I d, \rho)$, Proposition 2.1 in Ref. ${ }^{8}$ If $M$ is an arbitrary von Neumann algebra, then the implementing Hilbert space in $M$ of an inner endomorphism of $M$ is unique up to isomorphism, as explained in the following lemma:

Lemma 1.1. Let $M$ be a von Neumann algebra, $\rho_{1}, \rho_{2} \in \operatorname{End}(M)$ be inner endomorphisms of $M$, and let $k, l \in \mathbb{N} \cup\{\infty\}$. Assume that $\rho_{1}$ is implemented by a $k$-dimensional Hilbert space in $M$ with orthonormal basis $\left\{u_{i}\right\}_{i=\overline{1, k}}$, and that $\rho_{2}$ is implemented by a l-dimensional Hilbert space in $M$ with orthonormal basis $\left\{v_{j}\right\}_{j=\overline{1, l}}$. Then the following conditions are equivalent:
(i) $\rho_{1}=\rho_{2}$;
(ii) $k=l$, and there exists a unitary matrix $\left[a_{i j}\right]_{i, j=\overline{1, k}}$ with coefficients in the center of $M$ such that $v_{j}=\sum_{i=1}^{k} u_{i} a_{i j}, j=1,2, \ldots, k$.

Proof. First of all, we note that if $\rho \in \operatorname{End}(M)$ is an inner endomorphism implemented by a $k$-dimensional Hilbert space in $M, k \in \mathbb{N} \cup\{\infty\}$, then the set $\operatorname{Hom}_{M}(I d, \rho)$ is a free $\mathcal{Z}(M)$-bimodule of rank $k$. This can be easily seen by noticing that if $\left\{u_{j}\right\}_{j=\overline{1, k}}$ is an orthonormal basis for the Hilbert space in $M$ that implements $\rho$, then $\operatorname{Hom}_{M}(I d, \rho)=\left\{\sum_{j=1}^{k} u_{j} m_{j}: m_{j} \in \mathcal{Z}(M)\right\}$, and the latter set is a free $\mathcal{Z}(M)$-bimodule of rank $k$. We now proceed with the proof of our lemma.
(i) $\Rightarrow$ (ii). Since the rank of a free module over a commutative ring is unique, the above remark implies that $k=l$. Moreover, for any $x \in M$ we have

$$
x u_{i}^{*} v_{j}=u_{i}^{*} \rho_{1}(x) v_{j}=u_{i}^{*} \rho_{2}(x) v_{j}=u_{i}^{*} v_{j} x, \text { for every } i, j
$$

Therefore $u_{i}^{*} v_{j} \in \mathcal{Z}(M)$, for all $i, j=1, \ldots, k$. We then define

$$
a=\left[u_{i}^{*} v_{j}\right]_{i, j} \in M_{k}(\mathcal{Z}(M)),
$$

and we see that $a$ is a unitary matrix. Indeed, $\left(a^{*} a\right)_{i, j}=$ $\sum_{s=1}^{k}\left(u_{s}^{*} v_{i}\right)^{*} u_{s}^{*} v_{j}=\sum_{s=1}^{k} v_{i}^{*} u_{s} u_{s}^{*} v_{j}=v_{i}^{*} v_{j}=\delta_{i, j} \cdot 1$, and similarly, $a a^{*}=1$. Moreover $v_{j}=\left(\sum_{i=1}^{k} u_{i} u_{i}^{*}\right) v_{j}=\sum_{i=1}^{k} u_{i} a_{i j}$, for every $j=1,2, \ldots, k$. (ii) $\Rightarrow$ (i) Straightforward computation.

In order to distinguish among inner endomorphisms implemented by Hilbert spaces of different dimensions, we introduce the following definition:

Definition 1.1. Let $k \in \mathbb{N} \cup\{\infty\}$ and $\rho \in \operatorname{End}(M)$. We say that $\rho$ is a $k$-inner endomorphism (or an inner endomorphism of dimension $k$ ) if $\rho$ is implemented by a $k$-dimensional Hilbert space in $M$. Equivalently, $\rho$ is $k$ inner if and only if there exists a set of isometries $\left\{v_{i}\right\}_{i \in \overline{1, k}} \subset \operatorname{Hom}_{M}(I d, \rho)$ that satisfies relations (1). Such a set will be called an implementing set for $\rho$. The set of all $k$-inner endomorphisms of $M$ will be denoted by $\operatorname{End}_{k}(M)$.

Concerning the existence of $k$-inner endomorphisms, we note that if $M$ is a properly infinite von Neumann algebra, then $\operatorname{End}_{k}(M)$ is non-empty, for every $k \in \mathbb{N} \cup\{\infty\}$. Moreover, if $M$ is a type $\mathrm{I}_{\infty}$ factor, then every $\rho \in \operatorname{End}(M)$ is a $k$-inner endomorphism of $M$ (Ref. ${ }^{1}$ ). Here $k$ is the Powers index of $\rho$, i.e. that $k$ such that $\operatorname{Hom}_{M}(\rho, \rho)$ is isomorphic to a factor of type $\mathrm{I}_{\mathrm{k}} .{ }^{10}$

If $M$ is a finite von Neumann algebra, then $\operatorname{End}_{k}(M)$ is empty for $k \geq 2$. Obviously, the 1-inner endomorphisms are exactly the inner automorphisms of $M$.

### 1.2. Properly outer endomorphisms and freely acting endomorphisms

The properly outer endomorphisms are defined by complementarity. Loosely speaking, a properly outer endomorphism is an endomorphism which does not have inner parts.

Definition 1.2. Let $M$ be a von Neumann algebra and $\rho \in \operatorname{End}(M)$. We say that $\rho$ is a properly outer endomorphism of $M$, if for any central projection $p \in M^{\rho}$, we have

$$
\rho \upharpoonright_{M p} \notin \bigcup_{k=1}^{\infty} \operatorname{End}_{k}(M p) .
$$

By appropriating the notion of freely acting automorphisms, ${ }^{6}$ we define the corresponding class of endomorphisms:

Definition 1.3. An endomorphisms $\rho$ of a von Neumann algebra $M$ is said to be freely acting, if $\operatorname{Hom}_{M}(I d, \rho)=\{0\}$.

It is easily seen that the freely acting endomorphisms must be properly outer. In the case of automorphisms, these two concepts are equivalent. ${ }^{6}$ However, at least in the factor case, one can construct examples of properly outer endomorphisms that are not freely acting.

Example 1.1. In Proposition 3.2, Ref., ${ }^{5}$ M. Izumi has shown implicitly the existence of an endomorphism $\rho$ of a type III factor $M$, satisfying the following Lee-Yang fusion rule:

$$
\begin{equation*}
\left[\rho^{2}\right]=[I d] \oplus[\rho] . \tag{2}
\end{equation*}
$$

Here $[\rho]$ denotes the sector associated to $\rho .{ }^{9}$ Equation (2) implies the existence of two isometries $u_{1}, u_{2}$ of $M$ that satisfy the Cuntz relations (1), such that

$$
u_{1} \in \operatorname{Hom}_{M}\left(I d, \rho^{2}\right) \text { and } u_{2} \in \operatorname{Hom}_{M}\left(\rho, \rho^{2}\right)
$$

We also note that the Hilbert space $\operatorname{Hom}_{M}\left(I d, \sigma^{2}\right)$ is 1-dimensional. It then follows that the endomorphism $\rho^{2}$ is properly outer, but not freely acting.

Observation 1.1. Let $M$ be an infinite factor and $\rho \in \operatorname{End}(M)$ be a properly outer endomorphism which is not freely acting. Conceptually, $\rho$ has no "unital inner parts". However, it has a "non-unital inner part", as well as a "non-unital freely acting part". Indeed, let $\left\{u_{i}\right\}_{i \in I}$ be an orthonormal basis for $\operatorname{Hom}_{M}(I d, \rho)$, and consider the projection $p=\sum_{i \in I} u_{i} u_{i}^{*} \in$ $\operatorname{Hom}_{M}(\rho, \rho)$. Then the "non-unital inner part" of $\rho$ is the non-unital endomorphism $\rho_{1}: M \rightarrow M_{p} \subset M, \rho_{1}(x)=\sum_{i \in I} u_{i} x u_{i}^{*}, x \in M$. One can easily see that the mapping $\rho_{2}: M \rightarrow M_{(1-p)}, \rho_{2}(x)=\rho(x)-\rho_{1}(x), x \in M$, is a *-homomorphism, and that $\rho_{2}$ is "freely acting" in the following sense: if $a \in M_{(1-p)}$ satisfies $\rho_{2}(x) a=a x$ for all $x \in M$, then $a=0$. Indeed, if $a$ is as above, then $a \in \operatorname{Hom}_{M}(I d, \rho)$, and since $\left\langle a, u_{j}\right\rangle_{M}=u_{j}^{*} a=$ $u_{j}^{*}(1-p) a=u_{j}^{*}\left(1-\sum_{i \in I} u_{i} u_{i}^{*}\right) a=0$, for every $j \in I$, we obtain $a=0$. Thus $\rho$ can be decomposed as the sum of an "inner" *-homomorphism and a "freely acting" *-homomorphism.

We end this section by discussing some examples of freely acting endomorphisms.

Example 1.2. Let $M$ be a factor and $\rho \in \operatorname{End}(M), \rho(M) \neq M$. If $M$ is a type $\mathrm{II}_{1}$ factor, or if $\rho$ is irreducible, i.e., $\operatorname{Hom}_{M}(\rho, \rho)=\mathbb{C} \cdot 1_{M}$, then $\rho$ is a freely acting endomorphism. Indeed, if $u \in \operatorname{Hom}_{M}(I d, \rho)$, then $u^{*} u \in \mathcal{Z}(M)=\mathbb{C} \cdot 1$, and $u u^{*} \in \operatorname{Hom}_{M}(\rho, \rho)$, and the conclusion follows.

Example 1.3. Let $\Gamma$ be a discrete group, and let $\mathrm{VN}(\Gamma)=\left\{\lambda_{g} \mid g \in \Gamma\right\}^{\prime \prime}$ be the group von Neumann algebra generated by the left regular representation $\lambda$ of $\Gamma$. If $\rho: \Gamma \rightarrow \Gamma$ is an injective unital endomorphism of the group $\Gamma$, then $\rho$ induces an endomorphism $\widetilde{\rho} \in \operatorname{End}(\operatorname{VN}(\Gamma))$ that acts on generators as $\widetilde{\rho}\left(\lambda_{g}\right)=\lambda_{\rho(g)}, g \in \Gamma$. By using an adaptation of Kallman's original argument in Theorem 2.2, Ref., ${ }^{6}$ one can check that $\widetilde{\rho}$ is freely acting if and only if the set $\left\{\rho(g) h g^{-1} \mid g \in \Gamma\right\}$ is infinite, for every $h \in \Gamma$. We note that if $\Gamma$ is an ICC group, then $\widetilde{\rho}$ is automatically a freely acting endomorphism (see Example 1.2).

As an immediate exemplification, let $\Gamma$ be the (non-ICC) group of all $2 \times 2$ matrices of the form $\left(\begin{array}{cc}e & k \\ 0 & e^{\prime}\end{array}\right)$, where $e, e^{\prime}= \pm 1$ and $k \in \mathbb{Z}$, and let $\rho$ be the unital injective endomorphism of $\Gamma$ given by

$$
\rho\left(\left(\begin{array}{cc}
e & k \\
0 & e^{\prime}
\end{array}\right)\right)=\left(\begin{array}{ll}
e & 2 k \\
0 & e^{\prime}
\end{array}\right)
$$

Then $\left\{\rho(g) h g^{-1} \mid g \in \Gamma\right\}$ is infinite, for every $h \in \Gamma$. Thus $\widetilde{\rho}$ is freely acting.

## 2. Decomposition of endomorphisms

We start with the following lemma, which has its roots in Ref. ${ }^{6}$ Lemma 1.9, and Ref. ${ }^{2}$ Proposition 1.5.1.

Lemma 2.1. Let $M$ be a von Neumann algebra, $\rho \in \operatorname{End}(M)$ and $k \in$ $\mathbb{N} \cup\{\infty\}$. If we define

$$
Q_{k}(\rho)=\left\{p \in \mathcal{P}(M) \cap \mathcal{Z}(M) \cap M^{\rho} \mid \rho \upharpoonright_{M p} \in \operatorname{End}_{k}(M p)\right\}
$$

then the set $Q_{k}(\rho)$ is closed under taking suprema.
Proof. Let $\left\{p_{i}\right\}_{i \in I} \subseteq \mathrm{Q}_{k}(\rho)$, and define $p=\bigvee_{i \in I} p_{i}$. We want to show that

$$
\rho \upharpoonright_{M p} \in \operatorname{End}_{k}(M p)
$$

By applying Zorn's Lemma, one can find a maximal (countable) family $\left\{q_{j}\right\}_{j \in J}$ of mutually orthogonal central projections of $M$, having the property that for any $j \in J$, there exists an $i \in I$ such that $q_{j} \leq p_{i}$. We then have that $\sum_{j \in J} q_{j} \leq p$, and we claim that the equality holds. Indeed,
if $\sum_{j \in J} q_{j} \neq p$, then there exists $i \in I$ such that $p_{i} \not \leq \sum_{j \in J} q_{j}$. Then it is easily seen that $\left(p-\sum_{j \in J} q_{j}\right) p_{i}$ is a nonzero central projection, and that $\left(p-\sum_{j \in J} q_{j}\right) p_{i} q_{l}=0$, for every $l \in J$. This contradicts the maximality of the family $\left(q_{j}\right)_{j \in J}$. Thus $p=\sum_{j \in J} q_{j}$.

Since the direct sum of a family of $k$-inner endomorphisms is still a $k$ inner endomorphism, in order to complete this proof it is enough to show that

$$
\rho \upharpoonright_{M q_{j}} \in \operatorname{End}_{k}\left(M q_{j}\right), \text { for every } j \in J
$$

For this purpose, let $j \in J$ be fixed, and $i \in I$ be such that $q_{j} \leq p_{i}$. We choose an implementing set $\left\{u_{l}\right\}_{l=\overline{1, k}} \subset \operatorname{Hom}_{M p_{i}}\left(I d, \rho \upharpoonright_{M p_{i}}\right)$ for $\rho \upharpoonright_{M p_{i}}$. Then $\rho\left(q_{j}\right)=\sum_{l=1}^{k} u_{l} q_{j} u_{l}^{*}=q_{j}\left(\sum_{l=1}^{k} u_{l} u_{l}^{*}\right)=q_{j} p_{i}=q_{j}$, so $\rho \upharpoonright_{M q_{j}} \in$ $\operatorname{End}\left(M q_{j}\right)$. Moreover, the set $\left\{u_{l} q_{j}\right\}_{l=\overline{1, k}} \subset \operatorname{Hom}_{M q_{j}}\left(I d, \rho \upharpoonright_{M q_{j}}\right)$ is an implementing set for the endomorphism $\rho \upharpoonright_{M q_{j}}$, so $\rho \upharpoonright_{M q_{j}} \in \operatorname{End}_{k}\left(M q_{j}\right)$.

Definition 2.1. Let $M$ be a von Neumann algebra. For any $\rho \in \operatorname{End}(M)$ and $k \in \mathbb{N} \cup\{\infty\}$, we shall denote by $p_{k}(\rho)$ the projection $\bigvee \mathrm{Q}_{k}(\rho)$. We also define the central projection

$$
p(\rho)=\sum_{k \in I_{\rho}} p_{k}(\rho)
$$

where $I_{\rho}=\left\{k \in \mathbb{N} \cup\{\infty\} \mid p_{k}(\rho) \neq 0\right\}$.
Lemma 2.2. If $\rho \in \operatorname{End}(M)$ and $k, l \in \mathbb{N} \cup\{\infty\}, k \neq l$, then $p_{k}(\rho)$ and $p_{l}(\rho)$ are orthogonal projections.

Proof. Let $p \in \mathrm{Q}_{k}(\rho)$ and $q \in \mathrm{Q}_{l}(\rho)$. Suppose that $p q \neq 0$. Since $\rho \upharpoonright_{M p}$ is a $k$-inner endomorphism, and $\rho \upharpoonright_{M q}$ is a $l$-inner endomorphism, it follows that

$$
\rho \upharpoonright_{M p q} \in \operatorname{End}_{k}(M p q) \cap \operatorname{End}_{l}(M p q)
$$

This contradicts Lemma 1.1. Hence $p q=0$, and the conclusion follows.
We conclude that the projections $p_{k}(\rho)$ and $p(\rho)$ fully characterize the classes of $k$-inner and properly outer endomorphisms: an endomorphism $\rho$ of a von Neumann algebra $M$ is $k$-inner if and only if $p_{k}(\rho)=1$. It is properly outer if and only if $p(\rho)=0$. We are now ready to prove our main result.

Theorem 2.1. Let $M$ be a von Neumann algebra and $\rho \in \operatorname{End}(M)$. Then there exists a set $I \subseteq \mathbb{N} \cup\{\infty\}$ such that $M$ decomposes as a central direct
sum of von Neumann subalgebras $M=\left(\sum_{k \in I}{ }^{\oplus} M_{k}\right) \oplus M_{0}$, and $\rho$ decomposes as a direct sum of endomorphisms $\rho=\left(\sum_{k \in I}{ }^{\oplus} \rho_{k}\right) \oplus \rho_{0}$ having the following properties:
(1) $\rho_{k} \in \operatorname{End}_{k}\left(M_{k}\right)$, for every $k \in I$;
(2) $\rho_{0} \in \operatorname{End}\left(M_{0}\right)$ is a properly outer endomorphism of $M_{0}$.

This decomposition is unique.
Proof. First of all, we establish the existence of such a decomposition. For this purpose, we take $I=I_{\rho}$, where $I_{\rho}$ is as in Definition 2.1. For any $k \in I$, we define

$$
M_{k}=M p_{k}(\rho), \quad \rho_{k}=\rho \upharpoonright_{M_{k}},
$$

as well as

$$
M_{0}=M(1-p(\rho)), \quad \rho_{0}=\rho \upharpoonright_{M_{0}} .
$$

Then it is easily seen that this setting gives the required decomposition.
Next, we show that this decomposition is unique. For this purpose, let $J \subseteq \mathbb{N} \cup\{\infty\}$ be a set of indices, and let $\left\{q_{l}\right\}_{l \in J} \subset M^{\rho}$ be a family of mutually orthogonal central projections of $M$ such that
(1') $\rho \upharpoonright_{M q_{l}} \in \operatorname{End}_{l}\left(M q_{l}\right)$, for every $l \in J$;
(2') $\rho \upharpoonright_{M(1-q)}$ is a properly outer endomorphism of $M(1-q)$,
where $q=\sum_{l \in J} q_{l}$. By construction, $J \subseteq I_{\rho}$, and we claim that $J=I_{\rho}$ and $p_{k}(\rho)=q_{k}$, for every $k \in I_{\rho}$.

First of all, we show that if $k \in I_{\rho}$, then $p_{k}(\rho) q_{l}=0$, for every $l \in J$, $l \neq k$. Assume that $p_{k}(\rho) q_{l} \neq 0$. Since $M p_{k}(\rho) q_{l}=M p_{k}(\rho) \cap M q_{l}$, we obtain that

$$
\rho \upharpoonright_{M p_{k}(\rho) q_{l}} \in \operatorname{End}_{k}\left(M p_{k}(\rho) q_{l}\right) \cap \operatorname{End}_{l}\left(M p_{k}(\rho) q_{l}\right) .
$$

We then deduce from Lemma 1.1 that $k=l$.
Secondly, we show that for any $l \in J$, we have $p_{l}(\rho)=q_{l}$. Indeed, the construction of the projections $p_{l}(\rho)$ guarantees that $q_{l} \leq p_{l}(\rho)$, for every $l \in J$. Assume that there exists $l \in J$ such that $p_{l}(\rho) \neq q_{l}$. Then

$$
p_{l}(\rho)(1-q)=p_{l}(\rho)-q_{l} \neq 0,
$$

and since $\rho \upharpoonright_{M(1-q)}$ is a properly outer endomorphism, we obtain that

$$
\rho \upharpoonright_{M p_{l}(\rho)(1-q)} \notin \operatorname{End}_{l}\left(M p_{l}(\rho)(1-q)\right) .
$$

On the other hand, since $M p_{l}(\rho)(1-q) \subset M p_{l}(\rho)$, we have that

$$
\rho \upharpoonright_{M p_{l}(\rho)(1-q)} \in \operatorname{End}_{l}\left(M p_{l}(\rho)(1-q)\right) .
$$

This is a contradiction. Thus $p_{l}(\rho)=q_{l}$, for every $l \in J$.
We are now ready to show that $I_{\rho}=J$. Assume that there exists $k \in$ $I_{\rho} \backslash J$. It then follows that $p_{k}(\rho) \leq 1-q$, and since $\rho \upharpoonright_{M(1-q)}$ is properly outer, we obtain that

$$
\rho \upharpoonright_{M p_{k}(\rho)} \notin \operatorname{End}_{k}\left(M p_{k}(\rho)\right) .
$$

This contradicts the definition of the projection $p_{k}(\rho)$. Therefore $I_{\rho}=J$, and the theorem is proved.

An an immediate consequence, we obtain the following characterization of the ergodic endomorphisms of von Neumann algebras.

Corollary 2.1. Let $M$ be a von Neumann algebra, and $\rho \in \operatorname{End}(M)$ be an ergodic endomorphism. Then $\rho$ is either a $k$-inner endomorphism ( $k \geq 2$ ), or a properly outer endomorphism. Moreover, if $\rho$ is a $k$-inner endomorphism, then $M$ must be a factor.

Proof. If $\rho$ is an ergodic endomorphism, then either $p(\rho)=p_{k}(\rho)=1$, for some $k \in \mathbb{N} \cup\{\infty\}, k \geq 2$, or $p(\rho)=0$. The last statement follows from the fact that if $\rho$ is a $k$-inner endomorphism, then $\mathcal{Z}(M)$ is a subset of $M^{\rho}$.

Although there are no ergodic inner automorphisms acting on von Neumann algebras, one can construct a plethora of ergodic $k$-inner endomorphisms $(k \geq 2)$. The construction is based on the following remark: if $\rho \in \operatorname{End}_{k}(M)$, $(k \geq 2)$, and if $\left\{u_{i}\right\}_{i=\overline{1, k}}$ is an implementing set for $\rho$, then

$$
\begin{equation*}
M^{\rho}=\mathcal{O}_{k}^{\prime} \cap M, \tag{1}
\end{equation*}
$$

where $\mathcal{O}_{k}$ is the Cuntz algebra generated by $\left\{u_{i}\right\}_{i=\overline{1, k}} .{ }^{3}$ The proof of this equality is straightforward, and we leave the details to the reader. We note that this result was also obtained by M. Laca in the case of type $\mathrm{I}_{\infty}$ factors, Proposition 3.1 in Ref. ${ }^{7}$

To construct ergodic $k$-inner endomorphisms, we start with the Cuntz algebra $\mathcal{O}_{k}$ with $k$-generators $\left\{u_{i}\right\}_{i=\overline{1, k}}$. Let $\phi$ be a factor state of $\mathcal{O}_{k}$, and let $\pi_{\phi}$ be the GNS representation of $\mathcal{O}_{k}$ with respect to $\phi$. Then the canonical endomorphism $\sigma$ of $\mathcal{O}_{k}$, defined by

$$
\sigma(x)=\sum_{i=1}^{k} u_{i} x u_{i}^{*}, \quad x \in \mathcal{O}_{k},
$$

can be extended to a $k$-inner endomorphism of $\pi_{\phi}\left(\mathcal{O}_{k}\right)^{\prime \prime}$. Since $\pi_{\phi}\left(\mathcal{O}_{k}\right)^{\prime \prime}$ is a factor, it follows from (1) that this $k$-inner endomorphism is ergodic.

## 3. Reduction of Conjugacy and cocycle conjugacy

Two endomorphisms $\rho \in \operatorname{End}(M)$ and $\sigma \in \operatorname{End}(N)$ are said to be conjugate, if there exists a *-isomorphism $\theta$ of $N$ onto $M$ such that $\rho \circ \theta=\theta \circ \sigma$. They are called cocycle conjugate, if there exists a unitary $u$ of $N$ such that the endomorphisms $\operatorname{Ad}(u) \circ \sigma$ and $\rho$ are conjugate.

Theorem 2.1 allows us to reduce the classification up to conjugacy and cocycle conjugacy of arbitrary endomorphisms to the classification up to conjugacy, respectively cocycle conjugacy, of the classes of $k$-inner endomorphisms and properly outer endomorphisms.

Theorem 3.1. Let $M$ be a von Neumann algebra and $\rho, \sigma \in \operatorname{End}(M)$ be two endomorphisms of $M$, decomposed as in Theorem 2.1:

$$
\rho=\left(\sum_{k \in I_{\rho}}^{\oplus} \rho_{k}\right) \oplus \rho_{0}, \quad \sigma=\left(\sum_{l \in I_{\sigma}}^{\oplus} \sigma_{l}\right) \oplus \sigma_{0} .
$$

Then $\rho$ and $\sigma$ are conjugate if and only if the following conditions are satisfied:
(i) $I_{\rho}=I_{\sigma}$;
(ii) $\rho_{k}$ and $\sigma_{k}$ are conjugate endomorphisms, for every $k \in I_{\rho}$;
(iii) $\rho_{0}$ and $\sigma_{0}$ are conjugate endomorphisms.

Proof. ( $\Longrightarrow$ ) Suppose that $\rho$ and $\sigma$ are conjugate, and let $\theta \in \operatorname{Aut}(M)$ be such that $\rho \circ \theta=\theta \circ \sigma$. Then for any $l \in I_{\sigma}$, we have $\left.\theta^{-1} \circ \rho \circ \theta\right|_{M p_{l}(\sigma)}=\sigma_{l}$. Since $\sigma_{l}\left(p_{l}(\sigma)\right)=p_{l}(\sigma)$, we deduce that $\theta\left(p_{l}(\sigma)\right) \in M^{\rho}$.

Let now $\left\{u_{i}\right\}_{i=\overline{1, l}} \subset \operatorname{Hom}_{M p_{l}(\sigma)}\left(I d, \sigma_{l}\right)$ be an implementing set for the $l$-inner endomorphism $\sigma_{l}$. Then for any $x \in M p_{l}(\sigma)$ and $i, j=1,2, \ldots, l$, we have $\rho(\theta(x)) \theta\left(u_{i}\right)=\theta\left(u_{i}\right) \theta(x)$, as well as

$$
\theta\left(u_{i}\right)^{*} \theta\left(u_{j}\right)=\delta_{i, j} \cdot \theta\left(p_{l}(\sigma)\right) \text { and } \sum_{i=1}^{k} \theta\left(u_{i}\right) \theta\left(u_{i}\right)^{*}=\theta\left(p_{l}(\sigma)\right) .
$$

Therefore $\left\{\theta\left(u_{i}\right)\right\}_{i=\overline{1, l}}$ is an implementing set for the endomorphism $\left.\rho\right|_{M \theta\left(p_{l}(\sigma)\right)}$. Hence

$$
\rho \upharpoonright_{M \theta\left(p_{l}(\sigma)\right)} \in \operatorname{End}_{l}\left(M \theta\left(p_{l}(\sigma)\right)\right) .
$$

It then follows from Definition 2.1 that $l \in I_{\rho}$, and that $\theta\left(p_{l}(\sigma)\right) \leq p_{l}(\rho)$.
On the other hand, by repeating the above calculation for $\rho=\theta \circ \sigma \circ \theta^{-1}$,
we obtain that $I_{\rho}=I_{\sigma}$, and that

$$
\theta\left(p_{k}(\sigma)\right)=p_{k}(\rho), \text { for every } k \in I_{\rho}
$$

In particular, $\theta \upharpoonright_{M p_{k}(\sigma)}$ is a *-isomorphism of $M p_{k}(\sigma)$ onto $M p_{k}(\rho)$ which implements the conjugacy between $\rho_{k}$ and $\sigma_{k}$, for every $k$. By construction, $\theta \upharpoonright_{M(1-p(\sigma))}$ is also a ${ }^{*}$-isomorphism of $M(1-p(\sigma))$ onto $M(1-p(\rho))$ which implements the conjugacy between $\rho_{0}$ and $\sigma_{0}$.
$(\Longleftarrow)$ We assume that the endomorphisms $\rho$ and $\sigma$ satisfy conditions (i), (ii), and (iii). For any $k \in I_{\rho}$, let $\theta_{k}: M p_{k}(\sigma) \rightarrow M p_{k}(\rho)$ be a ${ }^{*}$-isomorphism such that $\rho_{k} \circ \theta_{k}=\theta_{k} \circ \sigma_{k}$. Also, let $\theta_{0}: M(1-p(\sigma)) \rightarrow M(1-p(\rho))$ be a ${ }^{*}$-isomorphism such that $\rho_{0} \circ \theta_{0}=\theta_{0} \circ \sigma_{0}$. Thus, if we define

$$
\theta=\left(\sum_{k \in I}^{\oplus} \theta_{k}\right) \oplus \theta_{0}
$$

then $\theta \in \operatorname{Aut}(M)$ satisfies $\rho \circ \theta=\theta \circ \sigma$.

Corollary 3.1. Let $\rho$ and $\sigma$ be as in Theorem 3.1. Then $\rho$ and $\sigma$ are cocycle conjugate if and only if the following conditions are satisfied:
(i) $I_{\rho}=I_{\sigma}$;
(ii) the von Neumann algebras $M p_{k}(\rho)$ and $M p_{k}(\sigma)$ are isomorphic, for every $k \in I_{\rho}$;
(iii) $\rho_{0}$ and $\sigma_{0}$ are cocycle conjugate endomorphisms.

Proof. $(\Longrightarrow)$ Let $u$ be a unitary of $M$ such that the endomorphisms $\rho$ and $\operatorname{Ad}(u) \circ \sigma$ are conjugate. If we denote by $u_{l}=u p_{l}(\sigma), l \in I_{\sigma}$, and by $u_{0}=u(1-p(\sigma))$, then the endomorphism $\operatorname{Ad}(u) \circ \sigma$ decomposes as

$$
\operatorname{Ad}(u) \circ \sigma=\left(\sum_{l \in I_{\sigma}}^{\oplus} \operatorname{Ad}\left(u_{l}\right) \circ \sigma_{l}\right) \oplus\left(\operatorname{Ad}\left(u_{0}\right) \circ \sigma_{0}\right)
$$

where $\operatorname{Ad}\left(u_{l}\right) \circ \sigma_{l} \in \operatorname{End}_{l}\left(M p_{l}(\sigma)\right)$ for all $l \in J$, and $\operatorname{Ad}\left(u_{0}\right) \circ \sigma_{0}$ is a properly outer endomorphism of $M(1-p(\sigma))$. The required result follows then from Theorem 3.1.
$(\Longleftarrow)$ First of all, we show that the endomorphisms $\rho_{k}$ and $\sigma_{k}$ are cocycle conjugate, for every $k \in I_{\rho}\left(=I_{\sigma}\right)$. For this purpose, let $\left\{u_{i}\right\}_{i=\overline{1, k}} \subset$ $\operatorname{Hom}_{M p_{k}(\rho)}\left(I d, \rho_{k}\right)$, respectively $\left\{v_{i}\right\}_{i=\overline{1, k}} \subset \operatorname{Hom} M_{p_{k}(\sigma)}\left(I d, \sigma_{k}\right)$, be implementing sets for $\rho_{k}$, respectively $\sigma_{k}$, and let $\theta_{k}: M p_{k}(\sigma) \rightarrow M p_{k}(\rho)$ be $\mathrm{a}^{*}$-isomorphism. Let $w_{k}=\sum_{i=1}^{k} u_{i} \theta_{k}\left(v_{i}\right)^{*}$. Then $w_{k}$ is a unitary of $M_{p_{k}(\rho)}$,
and we have

$$
\rho_{k}(x)=\operatorname{Ad}\left(w_{k}\right)\left(\sum_{i=1}^{k} \theta_{k}\left(v_{i}\right) x \theta_{k}\left(v_{i}\right)^{*}\right)=\operatorname{Ad}\left(w_{k}\right) \circ \theta_{k} \circ \sigma_{k} \circ \theta_{k}^{-1}(x)
$$

for every $x \in M_{p_{k}(\rho)}$. Therefore $\rho_{k}$ and $\sigma_{k}$ are cocycle conjugate endomorphisms.

On the other hand, since $\rho_{0}$ and $\sigma_{0}$ are cocycle conjugate, there exists a *-isomorphism $\theta_{0}: M(1-p(\sigma)) \rightarrow M(1-p(\rho))$, and a unitary $w_{0}$ of $M(1-p(\rho))$ such that $\rho_{0}=\operatorname{Ad}\left(w_{0}\right) \circ \theta_{0} \circ \sigma_{0} \circ \theta_{0}^{-1}$. Therefore, if we define $w=\left(\sum_{k \in I_{\rho}}{ }^{\oplus} w_{k}\right) \oplus w_{0}$ and $\theta=\left(\sum_{k \in I}{ }^{\oplus} \theta_{k}\right) \oplus \theta_{0}$, then $w$ is a unitary of $M, \theta \in \operatorname{Aut}(M)$ and $\rho=\operatorname{Ad}(w) \circ \theta \circ \sigma \circ \theta^{-1}$.
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We discuss the geometry of Wigner-Yanase-Dyson information via the so-called Amari-Nagaoka embeddings in $L^{p}$-spaces of quantum trajectories.

## 1. Introduction

The Wigner-Yanase-Dyson information was introduced in 1963. ${ }^{28}$ Wigner and Yanase observed that "According to quantum mechanical theory, some observables can be measured much more easily than others: the observables which commute with the additive conserved quantities ... can be measured with microscopic apparatuses; those which do not commute with these quantities need for their measurements macroscopic systems. Hence the problem of defining a measure of our knowledge with respect to the latter quantities arises ...". After the discussion of the requirements such a mea-
sure should satisfy (convexity, ...) they proposed, tentatively, the following formula and called it skew information:

$$
I_{\rho}(A):=-\frac{1}{2} \operatorname{Tr}\left(\left[\rho^{\frac{1}{2}}, A\right]^{2}\right) .
$$

More generally they defined (following a suggestion by Dyson)

$$
I_{\rho}^{\beta}(A):=-\frac{1}{2} \operatorname{Tr}\left(\left[\rho^{\beta}, A\right] \cdot\left[\rho^{1-\beta}, A\right]\right), \quad \beta \in[0,1] .
$$

The latter is known as $W Y D$-information. The skew information should be considered as a measure of information contained in a state $\rho$ with respect to a conserved observable $A$.

From that fundamental work $W Y D$-information has found applications in a manifold of different fields. A possibly incomplete list should mention: i) strong subadditivity of entropy; ${ }^{22,23}$ ii) homogeneity of the state space of factors (of type $\mathrm{III}_{1}$ ); ${ }^{6}$ hypothesis testing ${ }^{3}$ iii) measures for quantum entanglement; ${ }^{4,19}$ iv) uncertainty relations. ${ }^{7,10-13,21,24,25,27}$

Such a variety should be not surprising at the light of the result showing that $W Y D$-information is just an example of monotone metric, namely it is a member of the vast family of quantum Fisher informations. ${ }^{9}$ On the other hand one can prove that, among the family of all the quantum Fisher informations, the geometry of WYD-information is rather special. ${ }^{8,16}$

In this paper we want to discuss the particular features of WYDinformation emphasizing the relation with the embedding of quantum dynamics in $L^{p}$-spaces.

## 2. Preliminary notions of matrix analysis

Let $M_{n}:=M_{n}(\mathbb{C})\left(\operatorname{resp} . M_{n, s a}:=M_{n}(\mathbb{C})_{s a}\right)$ be the set of all $n \times n$ complex matrices (resp. all $n \times n$ self-adjoint matrices). We shall denote general matrices by $X, Y, \ldots$ while letters $A, B, \ldots$ (or $H$ ) will be used for self-adjoint matrices. Let $D_{n}$ be the set of strictly positive elements of $M_{n}$ while $D_{n}^{1} \subset$ $D_{n}$ is the set of density matrices namely

$$
D_{n}^{1}=\left\{\rho \in M_{n} \mid \operatorname{Tr} \rho=1, \rho>0\right\} .
$$

The tangent space to $D_{n}^{1}$ at $\rho$ is given by $T_{\rho} D_{n}^{1} \equiv\left\{A \in M_{n, s a}: \operatorname{Tr}(A)=0\right\}$, and can be decomposed as $T_{\rho} D_{n}^{1}=\left(T_{\rho} D_{n}^{1}\right)^{c} \oplus\left(T_{\rho} D_{n}^{1}\right)^{o}$, where $\left(T_{\rho} D_{n}^{1}\right)^{c}:=$ $\left\{A \in T_{\rho} D_{n}^{1}:[A, \rho]=0\right\}$, and $\left(T_{\rho} D_{n}^{1}\right)^{o}$ is the orthogonal complement of $\left(T_{\rho} D_{n}^{1}\right)^{c}$, with respect to the Hilbert-Schmidt scalar product $\langle A, B\rangle:=$ $\langle A, B\rangle_{H S}:=\operatorname{Tr}\left(A^{*} B\right)$ (the Hilbert-Schmidt norm will be denoted by $\left.\|\cdot\|\right)$.

A typical element of $\left(T_{\rho} D_{n}\right)^{o}$ has the form $A=i[\rho, H]$, where $H$ is selfadjoint.

In what follows we shall need the following result (pag. $124 \mathrm{in}^{2}$ ).
Proposition 2.1. Let $A \in M_{n, s a}$ be decomposed as $A=A^{c}+i[q, H]$ where $q \in D_{n},\left[A^{c}, q\right]=0$ and $H \in M_{n, s a}$. Suppose $\varphi \in C^{1}(0,+\infty)$. Then

$$
\left(D_{q} \varphi\right)(A)=\varphi^{\prime}(q) A^{c}+i[\varphi(q), H] .
$$

## 3. Schrödinger equation and quantum dynamics

Let $\rho(t)$ be a curve in $D_{n}^{1}$ and let $H \in M_{n, s a}$ We say that $\rho(t)$ satisfy the Schrödinger equation w.r.t. $H$ if $\frac{\mathrm{d}}{\mathrm{d} t} \rho(t)=i[\rho(t), H]$. This equation is also known in the literature as the Landau-von Neumann equation.

The solution of the above evolution equation (please note that $H$ is time independent) is given by

$$
\begin{equation*}
\rho_{H}(t):=e^{-i t H} \rho e^{i t H} . \tag{1}
\end{equation*}
$$

Therefore the commutator $i[\rho, H]$ appears as the tangent vector to the quantum trajectory (1) (at the initial point $\rho=\rho_{H}(0)$ ) generated by $H$. Suppose we are considering two different evolutions determined, through the Schrödinger equation, by $H$ and $K$. If we want to quantify how "different" the trajectories $\rho_{H}(t), \rho_{K}(t)$ are, then it would be natural to measure the "area" spanned by the tangent vectors $i[\rho, H], i[\rho, K]$ (with respect to some scalar product ${ }^{10}$ ).

## 4. $L^{p}$-embedding for states and trajectories

The functions

$$
\rho \rightarrow \frac{\rho^{\beta}}{\beta}, \quad \beta \in(0,1)
$$

are known as Amari-Nagaoka embeddings. ${ }^{1,14}$ They can be considered as an immersion of the state manifold into $L^{p}$-spheres.

Proposition 4.1. Let $\rho(t)$ be a curve in $D_{n}^{1}$, let $H \in M_{n, s a}$ and let $\beta \in$ $(0,1)$. The following differential equations are equivalent

$$
\begin{gather*}
\frac{\mathrm{d}}{\mathrm{~d} t} \rho(t)=i[\rho(t), H],  \tag{1}\\
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\rho(t)^{\beta}\right)=i\left[\rho(t)^{\beta}, H\right] . \tag{2}
\end{gather*}
$$

Proof. Let $\phi_{\beta}(\rho):=\rho^{\beta}$. By Proposition 2.1 we get

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\rho(t)^{\beta}\right) & =D_{\rho} \phi_{\beta} \circ \frac{\mathrm{d}}{\mathrm{~d} t} \rho(t)=D_{\rho} \phi_{\beta}(i[\rho(t), H]) \\
& =\left(i\left[\phi_{\beta}(\rho(t)), H\right]\right)=i\left[\rho(t)^{\beta}, H\right]
\end{aligned}
$$

Therefore, Equation (1) implies Equation (2). Analogously, again using Proposition 2.1, Equation (2) implies Equation (1) because we have

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}(\rho(t)) & =\frac{\mathrm{d}}{\mathrm{~d} t}\left(\left(\rho(t)^{\beta}\right)^{\frac{1}{\beta}}\right)=D_{\left(\rho(t)^{\beta}\right)} \phi_{\beta}^{-1} \circ \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\rho(t)^{\beta}\right) \\
& =D_{\left(\rho(t)^{\beta}\right)} \phi_{\beta}^{-1} \circ i\left[\rho(t)^{\beta}, H\right]=D_{(g(t))} \phi_{\beta}^{-1} \circ i[g(t), H] \\
& =i\left[\phi_{\beta}^{-1}(g(t)), H\right]=i[\rho(t), H]
\end{aligned}
$$

## 5. WYD-information by pairing of dual trajectories

The Wigner-Yanase-Dyson information is defined as

$$
I_{\rho}^{\beta}(H):=-\frac{1}{2} \operatorname{Tr}\left(\left[\rho^{\beta}, H\right] \cdot\left[\rho^{1-\beta}, H\right]\right), \quad \beta \in(0,1)
$$

Let us explain the link between $L^{p}$-embeddings and $W Y D$-information. Let $V, W$ be vector spaces over $\mathbb{R}($ or $\mathbb{C})$. One says that there is a duality pairing if there exists a separating bilinear form

$$
\langle\cdot, \cdot\rangle: V \times W \rightarrow \mathbb{R}(\mathbb{C}) .
$$

In the case of $L^{p}$ spaces the pairing is given by the $L^{2}$ scalar product. In our case this is just the $H S$-scalar product.

Note that using the function $\rho \rightarrow \rho^{\beta}$ we may look at dynamics as a curve on a $L^{\frac{1}{\beta}}$-sphere. The function $\rho \rightarrow \rho^{1-\beta}$ does the same on the dual space $\left(L^{\frac{1}{\beta}}\right)^{*}=L^{\frac{1}{1-\beta}}$.

Proposition 5.1. If $\rho(t)$ satisfies the Schrödinger equation w.r.t. $H$ then

$$
\left\langle\frac{\mathrm{d}}{\mathrm{~d} t} \rho(t)^{\beta}, \frac{\mathrm{d}}{\mathrm{~d} t} \rho(t)^{1-\beta}\right\rangle=2 \cdot I_{\rho(t)}^{\beta}(H) \quad \beta \in(0,1)
$$

Proof. Apply Proposition 4.1 to obtain

$$
\begin{aligned}
\left\langle\frac{\mathrm{d}}{\mathrm{~d} t}\left(\rho(t)^{\beta}\right), \frac{\mathrm{d}}{\mathrm{~d} t}\left(\rho(t)^{1-\beta}\right)\right\rangle & =\left\langle i\left[\rho(t)^{\beta}, H\right], i\left[\rho(t)^{1-\beta}, H\right]\right\rangle \\
& =-\operatorname{Tr}\left(\left[\rho(t)^{\beta}, H\right] \cdot\left[\rho(t)^{1-\beta}, H\right]\right)
\end{aligned}
$$

In this way $W Y D$-information appears as the "pairing" of the dual $L^{p}$-embeddings of the same quantum trajectory.

## 6. Quantum Fisher informations

In the commutative case a Markov morphism is a stochastic map $T: \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{k}$. In the noncommutative case a Markov morphism is a completely positive and trace preserving operator $T: M_{n} \rightarrow M_{k}$. Let

$$
\mathcal{P}_{n}:=\left\{\rho \in \mathbb{R}^{n} \mid \rho_{i}>0\right\} \quad \mathcal{P}_{n}^{1}:=\left\{\rho \in \mathbb{R}^{n} \mid \sum \rho_{i}=1, \rho_{i}>0\right\}
$$

In the commutative case a monotone metric is a family of Riemannian metrics $g=\left\{g^{n}\right\}$ on $\left\{\mathcal{P}_{n}^{1}\right\}, n \in \mathbb{N}$, such that

$$
g_{T(\rho)}^{m}(T X, T X) \leq g_{\rho}^{n}(X, X)
$$

holds for every Markov morphism $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ and all $\rho \in \mathcal{P}_{n}^{1}$ and $X \in T_{\rho} \mathcal{P}_{n}^{1}$.

In perfect analogy, a monotone metric in the noncommutative case is a family of Riemannian metrics $g=\left\{g^{n}\right\}$ on $\left\{\mathcal{D}_{n}^{1}\right\}, n \in \mathbb{N}$, such that

$$
g_{T(\rho)}^{m}(T X, T X) \leq g_{\rho}^{n}(X, X)
$$

holds for every Markov morphism $T: M_{n} \rightarrow M_{m}$ and all $\rho \in \mathcal{D}_{n}^{1}$ and $X \in T_{\rho} \mathcal{D}_{n}^{1}$.

Let us recall that a function $f:(0, \infty) \rightarrow \mathbb{R}$ is called operator monotone if, for any $n \in \mathbb{N}$, any $A, B \in M_{n}$ such that $0 \leq A \leq B$, the inequalities $0 \leq f(A) \leq f(B)$ hold. An operator monotone function is said symmetric if $f(x):=x f\left(x^{-1}\right)$. With such operator monotone functions $f$ one associates the so-called Chentsov-Morotzova functions

$$
c_{f}(x, y):=\frac{1}{y f\left(x y^{-1}\right)} \quad \text { for } \quad x, y>0
$$

Define $L_{\rho}(A):=\rho A$, and $R_{\rho}(A):=A \rho$. Since $L_{\rho}$ and $R_{\rho}$ commute we may define $c\left(L_{\rho}, R_{\rho}\right)$ (this is just the inverse of the operator mean associated to $f$ by Kubo-Ando theory ${ }^{10}$ ). Now we can state the fundamental theorems about monotone metrics. In what follows uniqueness and classification are stated up to scalars (for reference see ${ }^{26}$ ).

Theorem 6.1. (Chentsov 1982) There exists a unique monotone metric on $\mathcal{P}_{n}^{1}$ given by the Fisher information.

Theorem 6.2. (Petz 1996) There exists a bijective correspondence between monotone metrics on $\mathcal{D}_{n}^{1}$ and symmetric operator monotone functions. For $\rho \in \mathcal{D}_{n}^{1}$, this correspondence is given by the formula

$$
g_{f}(A, B):=g_{f, \rho}(A, B):=\operatorname{Tr}\left(A \cdot c_{f}\left(L_{\rho}, R_{\rho}\right)(B)\right)
$$

Because of these two theorems, the terms "Monotone Metrics" and "Quantum Fisher Informations" are used with the same meaning.

Note that usually monotone metrics are normalized so that $[A, \rho]=0$ implies $g_{f, \rho}(A, A)=\operatorname{Tr}\left(\rho^{-1} A^{2}\right)$, that is equivalent to set $f(1)=1$.

## 7. The $W Y D$ monotone metric

The following functions are symmetric, normalized and operator monotone (see ${ }^{9,16}$ ). Let

$$
f_{\beta}(x):=\beta(1-\beta) \frac{(x-1)^{2}}{\left(x^{\beta}-1\right)\left(x^{1-\beta}-1\right)} \quad \beta \in(0,1) .
$$

Proposition 7.1. For the QFI associated to $f_{\beta}$ one has
$g_{f_{\beta}}(i[\rho, H], i[\rho, K])=-\frac{1}{\beta(1-\beta)} \operatorname{Tr}\left(\left[\rho^{\beta}, H\right] \cdot\left[\rho^{1-\beta}, K\right]\right) \quad \beta \in(0,1)$.
One can find a proof in. ${ }^{9,16}$ Because of the above Proposition, $g_{\beta}$ is known as $W Y D(\beta)$ monotone metric.

Of course what we have seen about $L^{p}$-embedding of quantum dynamics applies to this example of quantum Fisher information. Indeed we can summarize everything into the following final result.

## Proposition 7.2.

Let $H, K$ be selfadjoint matrices and $\rho$ be a density matrix. Choose two curves $\rho(t), \sigma(t) \subset D_{n}^{1}$ such that
i) $\rho(t)$ satisfies the Schrödinger equation w.r.t. $H$;
ii) $\sigma(t)$ satisfies the Schrödinger equation w.r.t. $K$;
iii) $\rho=\rho(0)=\sigma(0)$.

One has

$$
g_{f_{\beta}}(i[\rho, H], i[\rho, K])=\left.\left\langle\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\rho(t)^{\beta}}{\beta}\right), \frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\sigma(t)^{1-\beta}}{1-\beta}\right)\right\rangle\right|_{t=0} \quad \beta \in(0,1)
$$

Proof. From Proposition 7.1, one gets

$$
\begin{aligned}
g_{f_{\beta}}(i[\rho, H], i[\rho, K]) & =-\frac{1}{\beta(1-\beta)} \operatorname{Tr}\left(\left[\rho^{\beta}, H\right] \cdot\left[\rho^{1-\beta}, K\right]\right) \\
& =-\left.\frac{1}{\beta(1-\beta)} \operatorname{Tr}\left(\left[\rho(t)^{\beta}, H\right] \cdot\left[\sigma(t)^{1-\beta}, K\right]\right)\right|_{t=0} \\
& =\left.\left\langle\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\rho(t)^{\beta}}{\beta}\right), \frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\sigma(t)^{1-\beta}}{1-\beta}\right)\right\rangle\right|_{t=0}
\end{aligned}
$$

## 8. Conclusion

All the ingredients of the above construction make sense on a von Neumann algebra: $W Y D$-information, quantum dynamics, $L^{p}$-spaces, Amari-Nagoka embeddings and so on. ${ }^{14,20}$ Nevertheless we are not aware of any attempt to see geometry of $W Y D$-information along the lines described in the present paper, in the infinite-dimensional context. We plan to address this problem in future work.
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#### Abstract

We briefly explain the multiplicative renormalization method for the derivation of orthogonal polynomial generating functions of probability measures on the real line. Such an OP-generating function of $\mu$ can be used to calculate the associated $\mu$-orthogonal polynomials and the Jacobi-Szegö parameters. Moreover, this method can be used to derive probability measures from certain functions $h(x)$. The case $h(x)=e^{x}$ is due to I. Kubo. We describe the recent results for the case $h(x)=(1-x)^{-1}$ obtained by I. Kubo, H.-H. Kuo, and S. Namli.


## 1. Orthogonal polynomials and Jacobi-Szegö parameters

Suppose $\mu$ is a probability measure on $\mathbb{R}$ with infinite support and finite moments of all orders. We can apply the Gram-Schmidt orthogonalization process to the sequence $\left\{x^{n}\right\}_{n=0}^{\infty}$ of monomials to obtain a $\mu$-orthogonal sequence $\left\{P_{n}(x)\right\}_{n=0}^{\infty}$ such that $P_{0}(x)=1$ and $P_{n}(x)$ is a polynomial of degree $n$ with leading coefficient 1 . These orthogonal polynomials satisfy the following recursion formula:

$$
\begin{equation*}
\left(x-\alpha_{n}\right) P_{n}(x)=P_{n+1}(x)+\omega_{n-1} P_{n-1}(x), \quad n \geq 0 \tag{1}
\end{equation*}
$$

where $\omega_{-1}=P_{-1}=0$ by convention. The numbers $\alpha_{n}, \omega_{n}, n \geq 0$, are known as the Jacobi-Szegö parameters of $\mu$. We have $\omega_{n}>0, n \geq 0$, since $\mu$ has infinite support. The family $\left\{P_{n}, \alpha_{n}, \omega_{n}\right\}_{n=0}^{\infty}$ plays an important role for the interacting Fock space associated with $\mu$, see Accardi-Bożejko. ${ }^{2}$

Here is a natural question: Given such a probability measure $\mu$, how can we derive $\left\{P_{n}, \alpha_{n}, \omega_{n}\right\}_{n=0}^{\infty}$ ?

Consider a simple example when $\mu$ is Poisson with parameter $\lambda>0$. Being motivated by the concept of multiplicative renormalization in white noise theory (see, e.g., the book by $\mathrm{Kuo}^{16}$ ), we define the multiplicative
renormalization $\psi(t, x)$ of the function $\varphi(t, x)=(1+t)^{x}$ by

$$
\begin{equation*}
\psi(t, x):=\frac{\varphi(t, x)}{E_{\mu} \varphi(t, \cdot)}=e^{-\lambda t}(1+t)^{x} \tag{2}
\end{equation*}
$$

which has the following power series expansion in $t$,

$$
\begin{equation*}
e^{-\lambda t}(1+t)^{x}=\left(\sum_{j=0}^{\infty} \frac{(-\lambda)^{j}}{j!} t^{j}\right)\left(\sum_{k=0}^{\infty} \frac{p_{x, k}}{k!} t^{k}\right)=\sum_{n=0}^{\infty} \frac{1}{n!} C_{n}(x) t^{n} \tag{3}
\end{equation*}
$$

where $p_{x, 0}=1, p_{x, k}=x(x-1) \cdots(x-k+1), k \geq 1$, and

$$
\begin{equation*}
C_{n}(x)=\sum_{k=0}^{n}\binom{n}{k}(-\lambda)^{k} p_{x, n-k}, \quad n \geq 0 \tag{4}
\end{equation*}
$$

These polynomials $C_{n}(x), n \geq 0$, being $\mu$-orthogonal, are known as the Charlier polynomials.

The above idea of multiplicative renormalization works miraculously for classical distributions. It is developed by Asai-Kubo-Kuo ${ }^{6,7}$ to become a method for deriving a generating function (e.g., the one in Equation (3) for a Poisson measure) which can then be used to compute the sequence $\left\{P_{n}, \alpha_{n}, \omega_{n}\right\}_{n=0}^{\infty}$. For example, when $\mu$ is the Poisson measure $\mu$, we have $P_{n}(x)=C_{n}(x)$ in Equation (4) and $\alpha_{n}=\lambda+n, \omega_{n}=\lambda(n+1), n \geq 0$.

The multiplicative renormalization method turns out to be more than just a method for deriving $\left\{P_{n}, \alpha_{n}, \omega_{n}\right\}_{n=0}^{\infty}$ for certain classes of probability measures. It can also be used to discover new probability measures. In Section 3 we will explain some of such results from the recent papers by Kubo-Kuo-Namli. ${ }^{14,15}$ For further results, see Namli. ${ }^{18}$

## 2. Multiplicative renormalization method

An orthogonal polynomial generating function (OP-generating function) for $\mu$ is a function which can be expanded as a power series in $t$,

$$
\begin{equation*}
\psi(t, x)=\sum_{n=0}^{\infty} c_{n} P_{n}(x) t^{n} \tag{1}
\end{equation*}
$$

where $c_{n}$ 's are nonzero real numbers and $P_{n}$ 's are the polynomials specified by Equation (1).

Suppose we have an OP-generating function $\psi(t, x)$ for $\mu$. Then we can proceed to find $\left\{P_{n}, \alpha_{n}, \omega_{n}\right\}_{n=0}^{\infty}$ as follows:

1. Expand $\psi(t, x)$ as a power series in $t$ as in Equation (1) to find $c_{n}$ and $P_{n}$. (Recall that $P_{n}(x)$ is a polynomial of degree $n$ with leading coefficient 1.)
2. If $\mu$ is symmetric, we have $\alpha_{n}=0$ for all $n$. Then use the identity from Asai-Kubo-Kuo ${ }^{7}$

$$
\int_{\mathbb{R}} \psi(t, x)^{2} d \mu(x)=\sum_{n=0}^{\infty} c_{n}^{2} \lambda_{n} t^{2 n}
$$

to find $\lambda_{n}$. And then find $\omega_{n}$ from the equality $\omega_{n}=\frac{\lambda_{n+1}}{\lambda_{n}}$.
3. In general, we can find $\omega_{n}$ as in Item 2. Then use another identity from Asai-Kubo-Kuo ${ }^{7}$ to find $\alpha_{n}$ :

$$
\begin{equation*}
\int_{\mathbb{R}} x \psi(t, x)^{2} d \mu(x)=\sum_{n=0}^{\infty}\left(c_{n}^{2} \alpha_{n} \lambda_{n} t^{2 n}+2 c_{n} c_{n-1} \lambda_{n} t^{2 n-1}\right), \tag{2}
\end{equation*}
$$

where $c_{-1}=0$ by convention. In fact, this identity can be used to find both $\alpha_{n}$ and $\lambda_{n}$ (hence $\omega_{n}$ ) without going through Item 2.

Therefore, the crucial question is "Given a probability measure $\mu$, how can we find an $O P$-generating function $\psi(t, x)$ for $\mu$ ?"

We start with a "reasonably good" function $h(x)$ with $h^{(n)}(0) \neq 0$ for all $n \geq 0$, e.g., $h(x)=e^{x}$ or $h(x)=(1-x)^{c}, c$ not a positive integer. Then define the following two functions:

$$
\begin{align*}
\theta(t) & =\int_{\mathbb{R}} h(t x) d \mu(x) \\
\widetilde{\theta}(t, s) & =\int_{\mathbb{R}} h(t x) h(s x) d \mu(x) . \tag{3}
\end{align*}
$$

Theorem 2.1. (Asai-Kubo-Kuo ${ }^{6,7}$ ) Suppose $\rho(t)$ is an analytic function in some neighborhood of 0 with $\rho(0)=0$ and $\rho^{\prime}(0) \neq 0$. Then the multiplicative renormalization

$$
\begin{equation*}
\psi(t, x):=\frac{h(\rho(t) x)}{\theta(\rho(t))} \tag{4}
\end{equation*}
$$

is an OP-generating function for $\mu$ if and only if the function

$$
\begin{equation*}
\Theta_{\rho}(t, s):=\frac{\widetilde{\theta}(\rho(t), \rho(s))}{\theta(\rho(t)) \theta(\rho(s))} \tag{5}
\end{equation*}
$$

defined in some neighborhood of $(0,0)$ is a function of the product $t$.
We will say that $\mu$ is multiplicative renormalization method applicable (MRM-applicable) for a function $h(x)$ if there exists an analytic function $\rho(t)$ in some neighborhood of 0 with $\rho(0)=0, \rho^{\prime}(0) \neq 0$, such that the function $\Theta_{\rho}(t, s)$ defined by Equation (5) is a function of $t s$.

If $\mu$ is MRM-applicable for a function $h(x)$, then by Theorem 2.1 the multiplicative renormalization $\psi(t, x)$ in Equation (4) is an OP-generating function for $\mu$.

Here is the procedure of the multiplicative renormalization method:

$$
\mu \bullet\{h(x), \theta(t), \tilde{\theta}(t, s)\} \bullet\left\{\Theta_{\rho}(t, s), \rho(t)\right\} \bullet \psi(t, x)
$$

Obviously, the key step in this procedure is to find a function $\rho(t)$ so that the resulting function $\Theta_{\rho}(t, s)$ is a function of the product $t s$. Then by Theorem $2.1 \psi(t, x)$ is an OP-generating function for $\mu$.

For example, consider the Poisson measure $\mu$ discussed in Section 1. We start with the function $h(x)=e^{x}$. It is easy to check that

$$
\begin{aligned}
\theta(t) & =e^{\lambda\left(e^{t}-1\right)} \\
\widetilde{\theta}(t, s) & =e^{\lambda\left(e^{t+s}-1\right)}
\end{aligned}
$$

Therefore, by Equation (5), we have

$$
\Theta_{\rho}(t, s)=e^{\lambda\left(e^{\rho(t)}-1\right)\left(e^{\rho(s)}-1\right)}
$$

Hence in order for $\Theta_{\rho}(t, s)$ to be a function of $t s$ we can take $e^{\rho(t)}-1=t$, which can be solved for the function $\rho(t)$,

$$
\rho(t)=\ln (1+t)
$$

Then we use Equation (4) to get an OP-generating function

$$
\psi(t, x)=\frac{h(\rho(t) x)}{\theta(\rho(t))}=e^{-\lambda t}(1+t)^{x}
$$

Thus we have used the multiplicative renormalization method to derive the OP-generating function $\psi(t, x)$, which confirms the one given by Equation (2). Having found such a function $\psi(t, x)$, we can then compute the Charlier polynomials as explained in Section 1. Moreover, we can use Equation (2) to obtain the Jacobi-Szegö parameters

$$
\alpha_{n}=\lambda+n, \quad \omega_{n}=\lambda(n+1), \quad n \geq 0
$$

Below in the chart are some further examples of using the multiplicative renormalization method to derive OP-generating functions.

| $\mu$ | $h(x)$ | $\theta(t)$ | $\rho(t)$ | $\psi(t, x)$ |
| :--- | :---: | :---: | :---: | :---: |
| Gaussian <br> $\mathrm{N}\left(0, \sigma^{2}\right)$ | $e^{x}$ | $e^{\frac{1}{2} \sigma^{2} t^{2}}$ | t | $e^{t x-\frac{1}{2} \sigma^{2} t^{2}}$ |
| Poisson <br> Poi $(\lambda)$ | $e^{x}$ | $e^{\lambda\left(e^{t}-1\right)}$ | $\ln (1+t)$ | $e^{-\lambda t}(1+t)^{x}$ |
| gamma <br> $\Gamma(\alpha)$ | $e^{x}$ | $\frac{1}{(1-t)^{\alpha}}$ | $\frac{t}{1+t}$ | $(1+t)^{-\alpha} e^{\frac{t x}{1+t}}$ |
| uniform <br> on $[-1,1]$ | $\frac{1}{\sqrt{1-x}}$ | $\frac{2}{\sqrt{1+t}+\sqrt{1-t}}$ | $\frac{2 t}{1+t^{2}}$ | $\frac{1}{\sqrt{1-2 t x+t^{2}}}$ |
| arcsine <br> on $[-1,1]$ | $\frac{1}{1-x}$ | $\frac{1}{\sqrt{1-t^{2}}}$ | $\frac{2 t}{1+t^{2}}$ | $\frac{1-t^{2}}{1-2 t x+t^{2}}$ |
| semi- circle <br> on $[-1,1]$ | $\frac{1}{1-x}$ | $\frac{2}{1+\sqrt{1-t^{2}}}$ | $\frac{2 t}{1+t^{2}}$ | $\frac{1}{1-2 t x+t^{2}}$ |
| beta on $[-1,1]$ <br> $\beta>-\frac{1}{2}, \beta \neq 0$ | $\frac{1}{(1-x)^{\beta}}$ | $\frac{2^{\beta}}{\left(1+\sqrt{\left.1-t^{2}\right)^{\beta}}\right.}$ | $\frac{2 t}{1+t^{2}}$ | $\frac{1}{\left(1-2 t x+t^{2}\right)^{\beta}}$ |
| Pascal <br> $r>0,0<q<1$ | $e^{x}$ | $\frac{(1-q)^{r}}{\left(1-q e^{t}\right)^{r}}$ | $\ln \frac{1+t}{1+q t}$ | $(1+t)^{x}(1+q t)^{-x-r}$ |
| stochastic <br> area | $e^{x}$ | $\sec t$ | $\tan { }^{-1} t$ | $\frac{e^{x \tan -1} t}{\sqrt{1+t^{2}}}$ |

## 3. Characterization theorems

A natural question concerning the multiplicative renormalization method is the following: "Are there other probability measures than those listed in the chart in Section 2?"

The answer is obviously yes since we can take translations and dilations of these probability measures. For example, take the Poisson measure $\mu$ with parameter $\lambda>0$ and define a probability measure $\nu$ by

$$
\nu(B)=\mu\left(\frac{B-a}{b}\right), \quad B \in \mathcal{B}(\mathbb{R}),
$$

where $a \in \mathbb{R}$ and $b \neq 0$. We can carry out calculations similar to those in Section 2 for $\mu$ to get the following functions for $\nu$ :

$$
\begin{aligned}
\theta(t) & =e^{a t+\lambda\left(e^{b t}-1\right)} \\
\rho(t) & =\frac{1}{b} \ln (1+t) \\
\psi(t, x) & =e^{-\lambda t}(1+t)^{\frac{1}{b}(x-a)} .
\end{aligned}
$$

Then from the OP-generating function $\psi(t, x)$ we can derive the associated
orthogonal polynomials and Jacobi-Szegö parameters:

$$
P_{n}(x)=b^{n} C_{n}\left(\frac{x-a}{b}\right), \quad \alpha_{n}=a+\lambda b+b n, \quad \omega_{n}=\lambda b^{2}(n+1),
$$

where $C_{n}(x)$ 's are the Charlier polynomials defined by Equation (4).
The above example for $\nu$ leads to the problem: "Given a fixed function $h(x)$, find all probability measures that are MRM-applicable for $h(x)$."

The case $h(x)=e^{x}$ has been solved by Kubo. ${ }^{13}$ It turns out that these probability measures are exactly those in the Meixner class, ${ }^{1,17}$ namely, those five probability measures with the function $h(x)=e^{x}$ in the chart in Section 2, subject to translations and dilations, in addition to the binomial distribution,

The next interesting case is when $h(x)=\frac{1}{1-x}$, which covers the arcsine and semi-circle distributions in view of the chart in Section 2. Are there other distributions except their translations and dilations? The answer is given in the recent papers by Kubo-Kuo-Namli, ${ }^{14,15}$ which we will describe for the rest of this section.

Let $\mu$ be a probability measure on $\mathbb{R}$ with infinite support and finite moments of all orders. We will assume that the function

$$
\begin{equation*}
\theta(t)=\int_{\mathbb{R}} h(t x) d \mu(x)=\int_{\mathbb{R}} \frac{1}{1-t x} d \mu(x) \tag{1}
\end{equation*}
$$

is analytic in some neighborhood of 0 . Then we can show that

$$
\begin{equation*}
\widetilde{\theta}(t, s)=\frac{1}{t-s}\{t \theta(t)-s \theta(s)\}, \quad t \neq s \tag{2}
\end{equation*}
$$

and $\widetilde{\theta}(t, t)$ is defined to equal $\theta(t)+t \theta^{\prime}(t)$.
Suppose $\rho(t)$ is an analytic function in some neighborhood of 0 with $\rho(0)=0, \rho^{\prime}(0) \neq 0$, such that

$$
\begin{equation*}
\Theta_{\rho}(t, s)=\frac{\widetilde{\theta}(\rho(t), \rho(s))}{\theta(\rho(t)) \theta(\rho(s))} \tag{3}
\end{equation*}
$$

is a function $J(t s)$ of the product $t s$ with $J^{\prime}(0) \neq 0$ and $J^{\prime \prime}(0) \neq 0$. Then it is shown by Kubo-Kuo-Namli ${ }^{15}$ that $\rho(t)$ and $\theta(\rho(t))$ must be given by

$$
\begin{align*}
\rho(t) & =\frac{2 t}{\alpha+2 \beta t+\gamma t^{2}},  \tag{4}\\
\theta(\rho(t)) & =\frac{1}{1-(b+a t) \rho(t)}, \tag{5}
\end{align*}
$$

where $\alpha, \beta, \gamma, b, a \in \mathbb{R}$ and $\alpha, \gamma, a$ are nonzero numbers of the same sign. Conversely, suppose Equations (4) and (5) hold. Then we can put them and

Equation (2) into Equation (3) to show that

$$
\Theta_{\rho}(t, s)=1+\frac{2 a t s}{\alpha-\gamma t s}
$$

Thus $\Theta_{\rho}(t, s)$ is indeed a function of the product $t s$. Hence by Theorem 2.1 the probability measure $\mu$ is MRM-applicable for $h(x)=\frac{1}{1-x}$. This leads to the OP-generating function $\psi(t, x)$ given in the next theorem.

Theorem 3.1. (Kubo-Kuo-Namli ${ }^{15}$ ) Suppose the function $\theta(t)$ defined by Equation (1) is analytic in some neighborhood of 0 and let $\rho(t)$ be analytic in some neighborhood of 0 with $\rho(0)=0$ and $\rho^{\prime}(0) \neq 0$. Assume that the function $\Theta_{\rho}(t, s)$ in Equation (3) is a function of ts. Then $\mu$ is MRMapplicable for $h(x)=\frac{1}{1-x}$ and has an OP-generating function given by

$$
\begin{equation*}
\psi(t, x)=\frac{\alpha+2(\beta-b) t+(\gamma-2 a) t^{2}}{\alpha-2 t(x-\beta)+\gamma t^{2}} \tag{6}
\end{equation*}
$$

where $\alpha, \beta, \gamma, b$, and a are specified by Equations (4) and (5).
Once the OP-generating function $\psi(t, x)$ in Equation (6) is derived, we can find the associated orthogonal polynomials and the Jacobi-Szegö parameters of the probability measure $\mu$ :

$$
\begin{aligned}
P_{n}(x)= & \left(\frac{\sqrt{\alpha \gamma}}{2}\right)^{n} U_{n}\left(\frac{x-\beta}{\sqrt{\alpha \gamma}}\right)+(\beta-b)\left(\frac{\sqrt{\alpha \gamma}}{2}\right)^{n-1} U_{n-1}\left(\frac{x-\beta}{\sqrt{\alpha \gamma}}\right) \\
& +\frac{\alpha(\gamma-2 a)}{4}\left(\frac{\sqrt{\alpha \gamma}}{2}\right)^{n-2} U_{n-2}\left(\frac{x-\beta}{\sqrt{\alpha \gamma}}\right), \quad n \geq 0 \\
\alpha_{n}= & \left\{\begin{array}{ll}
b, & \text { if } n=0 \\
\beta, & \text { if } n \geq 1, \\
\omega_{n}= & \begin{cases}\frac{a \alpha}{2}, & \text { if } n=0 \\
\frac{\alpha \gamma}{4}, & \text { if } n \geq 1,\end{cases}
\end{array} . \begin{array}{l}
n \geq 0
\end{array}\right.
\end{aligned}
$$

where $U_{-2}=U_{-1}=0$ by convention and $U_{n}(x), n \geq 0$, are the Chebyshev polynomials of the second kind,

$$
U_{n}(x)=\frac{\sin \left[(n+1) \cos ^{-1} x\right]}{\sin \left(\cos ^{-1} x\right)}=\sum_{k=0}^{\llbracket n / 2 \rrbracket}(-1)^{k}\binom{n-k}{k} 2^{n-2 k} x^{n-2 k}, \quad n \geq 0 .
$$

Next we ask the question: "What is the class of probability measures that are MRM-applicable for $h(x)=\frac{1}{1-x}$ ?" To answer this question, we need
to find those probability measures whose corresponding functions $\rho(t)$ and $\theta(\rho(t))$ are given by Equation (4) and (5), respectively.

First consider the case $\alpha=\gamma=1$ and $\beta=0$. Then we have

$$
\rho(t)=\frac{2 t}{1+t^{2}}
$$

and such a probability measure $\mu$ is determined by the numbers $a$ and $b$ in Equation (5). The next theorem gives an answer to the above question for the special case when $\mu$ has a density function.

Theorem 3.2. (Kubo-Kuo-Namli ${ }^{15}$ ) A probability measure $\mu$ with density function $f(x)$ is MRM-applicable for $h(x)=\frac{1}{1-x}$ with $\rho(t)=\frac{2 t}{1+t^{2}}$ if and only if $f(x)$ is given by

$$
f(x)= \begin{cases}\frac{a \sqrt{1-x^{2}}}{\pi\left[a^{2}+b^{2}-2 b(1-a) x+(1-2 a) x^{2}\right]}, & \text { if }|x|<1, \\ 0, & \text { otherwise },\end{cases}
$$

where $a>0$ and $|b| \leq 1-a$.
Next consider the general case when $\mu$ is specified by five numbers $\alpha, \beta, \gamma, b, a$ given by Equations (4) and (5). Here $\alpha, \gamma$, and $a$ must be of the same sign and can be taken to be positive in view of the above theorem. We need to find the unique probability measure $\mu$ satisfying the following equation

$$
\begin{equation*}
\int_{\mathbb{R}} \frac{1}{1-\rho(t) x} d \mu(x)=\frac{1}{1-(b+a t) \rho(t)}, \quad \forall \text { small } t \tag{7}
\end{equation*}
$$

where $\rho(t)=\frac{2 t}{\alpha+2 \beta t+\gamma t^{2}}$. Let $t=\sqrt{\frac{\alpha}{\gamma}} \frac{z}{1+\sqrt{1-z^{2}}}$ and let

$$
\begin{equation*}
x=\sqrt{\alpha \gamma} y+\beta, \quad d \nu(y)=d \mu(\sqrt{\alpha \gamma} y+\beta), \quad A=\frac{a}{\gamma}, \quad B=\frac{b-\beta}{\sqrt{\alpha \gamma}} . \tag{8}
\end{equation*}
$$

Then Equation (7) is equivalent to the new equation for $\nu$,

$$
\begin{equation*}
\int_{\mathbb{R}} \frac{1}{1-z y} d \nu(y)=\frac{1}{1-A-B z+A \sqrt{1-z^{2}}}, \quad \forall \text { small } z . \tag{9}
\end{equation*}
$$

By replacing $d \nu(y)$ with $d \nu(-y)$, if necessary, we may assume $B \geq 0$. For convenience, we divide the region $\{(A, B) ; A>0, B \geq 0\}$ into the disjoint
union of the following regions

$$
\begin{aligned}
& R_{1}=\{(A, B) ; 0<A \leq 1,0 \leq B \leq 1-A\} \\
& R_{2}=\{(A, B) ; 0<A \leq 1, B>1-A\} \\
& R_{3}=\{(A, B) ; A>1,0 \leq B \leq A-1\} \\
& R_{4}=\{(A, B) ; A>1, B>A-1\}
\end{aligned}
$$

Theorem 3.3. (Kubo-Kuo-Namli ${ }^{15}$ ) For $A>0$ and $B \geq 0$, the unique probability measure $\nu$ satisfying Equation (9) is given by

$$
d \nu(y)=W_{0} \frac{\sqrt{1-y^{2}}}{\pi(1-p y)(1-q y)} 1_{(-1,1)}(y) d y+W_{1} d \delta_{\frac{1}{p}}(y)+W_{2} d \delta_{\frac{1}{q}}(y)
$$

where $\delta_{r}$ denotes the Dirac delta measure at $r$ and $p, q, W_{0}, W_{1}, W_{2}$ are the numbers given by

$$
\begin{aligned}
p & =\frac{B(1-A)+A \sqrt{B^{2}+2 A-1}}{A^{2}+B^{2}}, \\
q & =\frac{B(1-A)-A \sqrt{B^{2}+2 A-1}}{A^{2}+B^{2}}, \\
W_{0} & =\frac{A}{A^{2}+B^{2}}, \\
W_{1} & = \begin{cases}0, & \text { on } R_{1}, \\
\frac{B \sqrt{B^{2}+2 A-1}-A(1-A)}{A\left(B^{2}+2 A-1\right)+B(1-A) \sqrt{B^{2}+2 A-1}}, & \text { on } R_{2} \cup R_{3} \cup R_{4},\end{cases} \\
W_{2} & = \begin{cases}0, & \text { on } R_{1} \cup R_{2} \cup R_{4}, \\
\frac{A(A-1)-B \sqrt{B^{2}+2 A-1}}{A\left(B^{2}+2 A-1\right)+B(A-1) \sqrt{B^{2}+2 A-1}},\end{cases}
\end{aligned}
$$

For the case when $B<0$, we can replace $d \nu(y)$ by $d \nu(-y)$ and apply the above theorem. For the general case when $\mu$ is determined by $\alpha, \beta, \gamma, b, a$, we use Equation (8) to derive $\mu$ from $\nu$ (which is obtained by the above theorem) by translations and dilations.

## 4. Other results and open questions

The multiplicative renormalization provides a rather simple method for the derivation of orthogonal polynomial generating functions for certain probability measures. But as we have seen from Section 3, it can also be
used to derive new probability measures. The computation is usually quite complicated and very tedious. Below we mention some other results and open questions.

1. The case $h(x)=(1-x)^{c}$ for a general constant $c$ has been studied by S. Namli in his Ph. D. dissertation. ${ }^{18}$
2. Are there other functions $h(x)$ besides $e^{x}$ and $(1-x)^{c}$ for which multiplicative renormalization method can be applied?
3. What is the multidimensional generalization of the multiplicative renormalization method?
4. Is an OP-generating function for $\mu$ related to some other quantities associated with $\mu$ ?
5. What is the relationship between MRM-applicability and operations on measures? For example, if $\mu$ is MRM applicable, does it follow that its symmetrization $\widehat{\mu}$ is also MRM-applicable?

The question 3 is obviously very hard, see the book by Dunkl and Xu. ${ }^{12}$ The ideas and results in the papers by Accardi-Kuo--Stan ${ }^{3,4}$ and AccardiNahni ${ }^{5}$ may suggest a suitable formulation for such a method. The answer to question 4 , for the case of differential operator, exists in the literature, see, e.g., the paper by Sheffer. ${ }^{19}$

We learned during the conference that N. Demni had used a continued fraction expansion method to obtain some results related to the paper by Kubo-Kuo-Namli. ${ }^{14,15}$ See his paper ${ }^{11}$ in this volume of proceedings.
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Let $\mathcal{A}(\mathcal{M})$ be a $C^{*}$-algebra (a von Neumann algebra respectively). By a quantumdynamical system we shall understand the pair $(\mathcal{A}, T)((\mathcal{M}, T))$ where $T: \mathcal{A} \rightarrow \mathcal{A}(T: \mathcal{M} \rightarrow \mathcal{M})$ is a linear, positive (normal respectively), and identity preserving map. In our lecture, we discuss how the techniques of quantum Orlicz spaces may be used to study quantum dynamical systems. To this end, we firstly give a brief exposition of the theory of quantum dynamical systems in quantum $L_{p}$ spaces. Secondly, we describe the Banach space approach to quantization of classical Orlicz spaces. We will discuss the necessity of the generalization of $L_{p}$-space techniques. Some emphasis will be put on the construction of non-commutative Orlicz spaces. The question of lifting dynamical systems defined on von Neumann algebra to a dynamical system defined in terms of quantum Orlicz space will be discussed.

Keywords: (quantum) $L_{p}$ spaces, (quantum) Orlicz spaces, quantum dynamical systems, $C^{*}$-algebras, von Neumann algebras, CP maps.

## 1. Introduction

To indicate reasons why (quantum) $L_{p}$-spaces are emerging in the theory of (quantum) dynamical systems we begin with a particular case of dynamical systems - with stochastic evolution of particle systems. We recall that in the classical theory of particle systems one of the objectives is to produce, describe, and analyze dynamical systems with evolution originating from stochastic processes in such a way that their equilibrium states are given Gibbs states (see Ref. 1). A well known illustration is the so called Glauber
dynamics, ${ }^{2}$ which may be found in a number of papers. To carry out the analysis of such dynamical systems, it is convenient to use the theory of Markov processes in the context of $L_{p}$-spaces. In particular, for the MarkovFeller processes, using the unique correspondence between the process and the corresponding dynamical semigroup, one can give a recipe for the construction of Markov generators for this class of processes (for details see Ref. 1). That correspondence uses the concept of conditional expectation which can be nicely characterized within the $L_{p}$-space framework (cf. the Moy paper ${ }^{3}$ ).

More generally, these Banach spaces, i.e. $L_{p}$ and their generalizations - Orlicz spaces, are extremely useful in the general description of classical dynamical systems. To support this claim some comments are warranted here. Firstly let $\{\Omega, \Sigma, \mu\}$ be a probability space. We denote by $\mathcal{S}_{\mu}$ the set of the densities of all the probability measures equivalent to $\mu$, i.e.,

$$
\mathcal{S}_{\mu}=\left\{f \in L^{1}(\mu): f>0 \quad \mu-\text { a.s., } E(f)=1\right\}
$$

$\mathcal{S}_{\mu}$ can be considered as a set of (classical) states and its natural "geometry" comes from embedding $\mathcal{S}_{\mu}$ into $L^{1}(\mu)$. However, it is worth pointing out that the Liouville space technique demands $L^{2}(\mu)$-space, while employing the interpolation techniques needs other $L_{p}$-spaces with $p \geq 1$.

To take one further step, let us consider moment generating functions; so fix $f \in \mathcal{S}_{\mu}$ and take a real random variable $u$ on $(\Omega, \Sigma, f d \mu)$. Define

$$
\hat{u}_{f}(t)=\int \exp (t u) f d \mu, \quad t \in \mathbb{R}
$$

and denote by $L_{f}$ the set of all random variables such that
(1) $\hat{u}_{f}$ is well defined in a neighborhood of the origin 0 ,
(2) the expectation of $u$ is zero.

One can observe that in this way a nice selection of (classical) observables was made, namely ${ }^{4}$ all the moments of every $u \in L_{f}$ exist and they are the values at 0 of the derivatives of $\hat{u}_{f}$.

But, it is important to note that $L_{f}$ is actually the Orlicz space based on an exponentially growing function (see Ref. 4). Consequently, one may say that even in classical statistical Physics one could not restrict oneself to merely $L^{1}(\mu), L^{2}(\mu), L^{\infty}(\mu)$ and interpolating $L^{p}(\mu)$ spaces. In other words, generalizations of $L_{p}$-spaces - Orlicz spaces - do appear.

However, contemporary science has been founded on quantum mechan$i c s$. Therefore, it is quite natural to look for the quantum counterpart of the above approach. Again let us begin with a particle systems with a stochastic evolution. Recently, the quantization of such particle systems was carried out, see Ref. 5-8. The main ingredient of such a quantization, is the concept of a generalized conditional expectation and Dirichlet forms defined in terms of non-commutative (quantum) $L_{p}$-spaces. The advantage of using quantum $L_{p}$-spaces, lies in the fact that when performing the quantization procedure, we can follow the traditional "route" of analysis of dynamical systems, and also in the fact that it is then possible to have one scheme for the quantum counterparts of stochastic dynamics of jump and diffusivetype. In particular, the quantum counterpart of the classical recipe for the construction of quantum Markov generators was obtained. The above scheme is not surprising if we realize that even in the textbook formulation of Quantum Mechanics, states are trace class operators. So, they form a subset of quantum $\left.L_{1}(\mathcal{B}(\mathcal{H})), T r\right)$-space while observables can be identified with self-adjoint elements of $L_{\infty}(\mathcal{B}(\mathcal{H}), T r)$-space.

Turning to quantum Orlicz spaces our first remark is that they are a natural generalization of $L_{p}$ spaces. To provide a simple argument in favor of such a generalization we will follow Streater ${ }^{9,10}$. Let $\varrho_{0}$ be a quantum state (a density matrix) and $S\left(\varrho_{0}\right)$ its von Neumann entropy. Assume $S\left(\varrho_{0}\right)$ to be finite. It is an easy observation that in any neighborhood of $\varrho_{0}$ (given by the trace norm, so in the sense of quantum $L_{1}$-space) there are plenty of states with infinite entropy. This should be considered alongside the thermodynamical rule which tells us that the entropy should be a state function which is increasing in time. Thus we run into serious problems with the explanation of the phenomenon of return to equilibrium. More sophisticated arguments in this direction can be extracted from hypercontractivity of quantum maps and $\log$ Sobolev techniques (see Ref. 11 and B. Zegarlinski lecture in Ref. 12.)

The paper is organized as follows: in Section 2 we review some of the standard facts on quantum spin systems. Then quantum $L_{p}$-spaces are described (Section 3). In Section 4, we indicate how $L_{p}$-space techniques can be used for the construction of quantum stochastic dynamics. Section 5 is devoted to the study of quantum Orlicz spaces.

We want to close this section with a note that the quantum $L_{p}$ space technique "ideology", presented here, is reproduced from the paper ${ }^{13}$ which, to some extent, due to technical problems, is unreadable.

## 2. Quantum spin systems

In this Section we recall the basic elements of the description of quantum spin systems on a lattice. The best general references are Refs. 14,15. Here, and subsequently, $\mathbb{Z}^{d}$ stands for the d-dimensional integer lattice. Let $\mathcal{F}$ denote the family of all its finite subsets and let $\mathcal{F}_{0}$ be an increasing Fisher (or van Hove) sequence of finite volumes invading all of the lattice $\mathbb{Z}^{d}$. Given a sequence of objects $\left\{F_{\Lambda}\right\}_{\Lambda \in \mathcal{F}_{0}}$, it will be convenient to denote its limit (in an appropriate topology) as $\Lambda \rightarrow \mathbb{Z}^{d}$ through the sequence $\mathcal{F}_{0}$ by $\lim _{\mathcal{F}_{0}} F_{\Lambda}$.

The basic role in the description of the quantum lattice systems, is played by a $\mathbf{C}^{*}$ - algebra $\mathcal{A}$, with norm $\|\cdot\|$, defined as the inductive limit over finite dimensional complex matrix algebras M. By analogy with the classical commutative spin systems, it is natural to view $\mathcal{A}$ as a noncommutative analogue of the space of bounded continuous functions. For a finite set $X \in \mathcal{F}$, let $\mathcal{A}_{X}$ denote a subalgebra of operators localised in the set $X$. We recall that such a subalgebra is isomorphic to $\mathbf{M}^{X}$. For an arbitrary subset $\Lambda \subset \mathbb{Z}^{d}$, one defines $\mathcal{A}_{\Lambda}$ to be the smallest (closed) subalgebra of $\mathcal{A}$ containing $\bigcup\left\{\mathcal{A}_{X}: X \in \mathcal{F}, X \subset \Lambda\right\}$. An operator $f \in \mathcal{A}$ will be called local if there is some $Y \in \mathcal{F}$ such that $f \in \mathcal{A}_{Y}$. The subset of $\mathcal{A}$ consisting of all local operators will be denoted by $\mathcal{A}_{0}$. (A detailed account of matricial and operator algebras can be found in Ref. 16.)

Together with the algebra $\mathcal{A}$, we are given a family $\operatorname{Tr}_{X}, X \in \mathcal{F}$, of normalised partial traces on $\mathcal{A}$. We mention that the partial traces $\operatorname{Tr}_{X}$ have all the natural properties of classical conditional expectations, i.e. they are (completely) positive, unit preserving projections on the algebra $\mathcal{A}$. There is a unique state $\operatorname{Tr}$ on $\mathcal{A}$, called the normalised trace, such that

$$
\begin{equation*}
\operatorname{Tr}\left(\operatorname{Tr}_{X} f\right)=\operatorname{Tr}(f) \tag{1}
\end{equation*}
$$

for every $X \in \mathcal{F}$, i.e. the normalised trace can be regarded as a (free) Gibbs state in a similar sense as in classical statistical mechanics.

To describe systems with interactions, we need to introduce the notion of an interaction potential. A family $\Phi \equiv\left\{\Phi_{X} \in \mathcal{A}_{X}\right\}_{X \in \mathcal{F}}$ of selfadjoint operators such that

$$
\begin{equation*}
\|\Phi\|_{1} \equiv \sup _{i \in \mathbb{Z}^{d}} \sum_{\substack{X \in \mathcal{F} \\ X \ni i}}\left\|\Phi_{X}\right\|<\infty \tag{2}
\end{equation*}
$$

will be called a (Gibbsian) potential. A potential $\Phi \equiv\left\{\Phi_{X}\right\}_{X \in \mathcal{F}}$ is of finite range $R \geq 0$, iff $\Phi_{X}=0$ for all $X \in \mathcal{F}, \quad \operatorname{diam}(X)>R$. The corresponding

Hamiltonian $H_{\Lambda}$ is defined by

$$
\begin{equation*}
H_{\Lambda} \equiv H_{\Lambda}(\Phi) \equiv \sum_{X \subset \Lambda} \Phi_{X} \tag{3}
\end{equation*}
$$

In particular, it is an easy observation that anisotropic and isotropic Heisenberg models (so also Ising model) with nearest-neighbor interactions fall into the considered class of systems!

Using the Hamiltonian $H_{\Lambda}$, we introduce a density matrix $\rho_{\Lambda}$

$$
\rho_{\Lambda} \equiv \frac{e^{-\beta H_{\Lambda}}}{\operatorname{Tr} e^{-\beta H_{\Lambda}}}
$$

with $\beta \in(0, \infty)$, and define a finite volume Gibbs state $\omega_{\Lambda}$ as follows:

$$
\omega_{\Lambda}(f) \equiv \operatorname{Tr}\left(\rho_{\Lambda} f\right)
$$

It is known, see e.g. Ref. 14 , that for $\beta \in(0, \infty)$ the thermodynamic limit state on $\mathcal{A}$

$$
\begin{equation*}
\omega \equiv \lim _{\mathcal{F}_{0}} \omega_{\Lambda} \tag{4}
\end{equation*}
$$

exists and is faithful for some exhaustion $\mathcal{F}_{0}$ of the lattice. In general, a system can possess several such states, so phase transitions are allowed. For a quantum spin system, we can also introduce a natural Hamiltonian dynamics defined in a finite volume as the following automorphism group associated with the potential $\Phi$ :

$$
\begin{equation*}
\alpha_{t}^{\Lambda}(f) \equiv e^{+i t H_{\Lambda}} f e^{-i t H_{\Lambda}} \tag{5}
\end{equation*}
$$

If the potential $\Phi \equiv\left\{\Phi_{X}\right\}_{X \in \mathcal{F}}$ also satisfies

$$
\begin{equation*}
\|\Phi\|_{\exp } \equiv \sup _{i \in \mathbb{Z}^{d}} \sum_{\substack{X \in \mathcal{F} \\ X \ni i}} e^{\lambda|X|}\left\|\Phi_{X}\right\|<\infty \tag{6}
\end{equation*}
$$

for some $\lambda>0$, then the limit

$$
\begin{equation*}
\alpha_{t}(f) \equiv \lim _{\mathcal{F}_{0}} \alpha_{t}^{\Lambda}(f), \tag{7}
\end{equation*}
$$

exists ${ }^{14}$ for every $f \in \mathcal{A}_{0}$. Consequently, the specification of local interactions, leads to a well defined global dynamics, provided that (6) is valid. In other words, the thermodynamic limit

$$
\left(\mathcal{A}_{\Lambda}, \alpha_{t}^{\Lambda}, \omega_{\Lambda}\right) \rightarrow\left(\mathcal{A}, \alpha_{t}, \omega\right)
$$

exists and gives the quantum dynamical system.

## 3. Non-commutative $L_{p}$-spaces

Let $\left\langle X, \mu>\right.$ be a measure space, and $p \geq 1$. We denote by $L_{p}(X, d \mu)$ the set (of equivalence classes) of measurable functions satisfying

$$
\|f\|_{p} \equiv\left(\int_{X}|f(x)|^{p} d \mu(x)\right)^{\frac{1}{p}}<\infty
$$

For the pair $(\mathcal{M}, \tau)$ consisting of semifinite von Neumann algebra $\mathcal{M}$ and a trace $\tau$, the analogue of the concept of $L_{p}$-spaces $(p \in[1, \infty])$ in the commutative theory, can be introduced as follows : define

$$
\mathcal{I}_{p}=\left\{x \in \mathcal{M} \quad \mid \quad \tau\left(|x|^{p}\right)<\infty\right\} .
$$

$\mathcal{I}_{p}$ is a two sided ideal of $\mathcal{M}$. Further, $\|x\|_{p}=\tau\left(|x|^{p}\right)^{\frac{1}{p}}$ defines a norm on $\mathcal{I}_{p}$. The completion of $\mathcal{I}_{p}$ with respect to the norm $\|\cdot\|_{p}$ gives Banach $L_{p}(\mathcal{M}, \tau)$ spaces which can be considered as a generalization of the corresponding spaces defined in the commutative case. It is an easy observation that on setting $\mathcal{M}=\mathcal{B}(\mathcal{H})$ and $\tau=\operatorname{Tr}(\operatorname{Tr}$ stands for the usual trace on $\mathcal{M})$, one obtains the well known Schatten classes ${ }^{17}$. That is, $L_{p}(\mathcal{B}(\mathcal{H}), T r)$ is just the set of compact operators whose singular values are in $l_{p}$ and the norms of $L_{p}$ and $l_{p}$ are equal. Moreover, the family $\left\{L_{p}(\mathcal{B}(\mathcal{H}), T r)\right\}_{p \geq 1}$ provides a nice example of an abstract interpolation scheme (see Ref. 18).

Using this and the Haagerup theory (Ref. 19; see also ${ }^{20-25}$ ), we can introduce quantum $L_{p}$ spaces for quantum lattice systems, i.e. for the systems described in the previous Section.

To this end, we firstly note that the quasi-local structure described for quantum lattice systems, can be summarized in the following way:
(1) $\mathcal{A}_{0}=\cup_{\Lambda \in \mathcal{F}} \mathcal{A}_{\Lambda}$ is dense in $\mathcal{A}$.
(2) There exists a family of density operators $\left\{\varrho_{\Lambda} \in \mathcal{A}_{\Lambda}: \varrho_{\Lambda}>\right.$ $\left.0, \operatorname{Tr} \varrho_{\Lambda}=1\right\}_{\Lambda \in \mathcal{F}}$ with the compatibility condition $\operatorname{Tr}_{\Lambda_{2} \backslash \Lambda_{1}}\left\{\varrho_{\Lambda_{2}}\right\}=$ $\varrho_{\Lambda_{1}}$, provided that $\Lambda_{1} \subset \Lambda_{2}$.

We introduce:

- $\|f\|_{L_{p, s}(\omega)}=\lim _{\Lambda}\|f\|_{L_{p, s}\left(\omega_{\Lambda}\right)}$ for $p \in[1, \infty), s \in[0,1]$, where $f \in$ $\mathcal{A}$,
- $\|f\|_{L_{p, s}\left(\omega_{\Lambda}\right)}=\left(\operatorname{Tr}\left|\varrho_{\Lambda}^{1-s / p} f \varrho_{\Lambda}^{s / p}\right|^{p}\right)^{1 / p}$,
where $\omega(f)=\lim _{\mathcal{F}_{0}} \omega_{\Lambda}(f) \equiv \lim _{\mathcal{F}_{0}} \operatorname{Tr}\left\{\varrho_{\Lambda} f\right\}$.
One can show that $\|f\|_{L_{p, s}\left(\omega_{\Lambda}\right)}$ is a well defined two-parameter family of norms on $\mathcal{A}$. The same should be done for $\|f\|_{L_{p, s}(\omega)}$ (see Theorem below).

Namely, in ${ }^{5,7}$ it was proved:

## Theorem 3.1.

For any $p \in[2, \infty), s \in[0,1]$, any local operator $f \in \mathcal{A}_{\Lambda_{0}}, \Lambda_{0} \in \mathcal{F}$ and all sets $\Lambda_{1}, \Lambda_{2} \in \mathcal{F}$ such that $\Lambda_{0} \subset \Lambda_{1} \subset \Lambda_{2}$, we have

$$
\|f\|_{L_{p}\left(\omega_{\left(\Lambda_{2}\right)}, s\right)} \leq\|f\|_{L_{p}\left(\omega_{\left(\Lambda_{1}\right)}, s\right)} .
$$

Thus for any $f \in \mathcal{A}_{0}$ the limit

$$
\|f\|_{L_{p}(\omega, s)} \equiv \lim _{\mathcal{F}_{0}}\|f\|_{L_{p}\left(\omega_{(\Lambda)}, s\right)}
$$

exists and is independent of the countable exhaustion $\mathcal{F}_{0}$ of the lattice.

For $p \in(1,2)$ one can use duality to define the correspondings norms ${ }^{7}$ :

$$
\|f\|_{L_{p}(\omega, s)} \equiv \sup _{\|g\|_{L_{q}(\omega, s)} \leq 1}<g, f>_{\omega, s}
$$

where $1 / p+1 / q=1, q \in[2, \infty)$ and $<\cdot, \cdot>_{\omega, s}$ is the scalar product associated to the norm $\|\cdot\|_{L_{2}(\omega, s)}$. Finally, the existence of the norm $\|\cdot\|_{L_{1}(\omega, s)}$ was established in [5]. Hence quantum $L_{p}$-spaces are associated with concrete physical systems:

Corollary 3.2. To every Gibbs state $\omega$ on a $C^{*}$-algebra $\mathcal{A}$ defined by a quantum lattice system we can associate an interpolating, two parameter, family of Banach spaces

$$
\left\{L_{p}(\omega, s)\right\}_{p \in[1, \infty), s \in[0,1]} .
$$

## 4. Quantum $L_{p}$ dynamics

Let $\mathcal{M}$ be a von Neumann algebra generated by $\pi_{\omega}(\mathcal{A})$, where $\pi_{\omega}(\cdot)$ is the GNS representation associated with the quantum lattice system $(\mathcal{A}, \omega)$, described in Section 2. By $\varphi_{1}$ we denote the (weak) extension of $\omega$ on $\mathcal{M}$. Let $\mathcal{E}_{0}$ be a conditional expectation, i.e. $\mathcal{E}_{0}\left(f^{*} f\right) \geq 0, \mathcal{E}_{0}(\mathbf{1})=\mathbf{1}, \mathcal{E}_{0}^{2}=\mathcal{E}_{0}$. We define

$$
\begin{equation*}
\varphi_{2}(\cdot) \equiv \varphi_{1} \circ \mathcal{E}_{0}(\cdot) . \tag{1}
\end{equation*}
$$

Suppose that $\varphi_{2}$ is another faithful state on $\mathcal{M}$. Then the Takesaki theorem implies that $\mathcal{E}_{0}$ commutes with $\sigma_{t}^{2}$ (the modular automorphism group for $\left.\left(\mathcal{M}, \varphi_{2}\right)\right)$ and hence is symmetric in $\left(\mathcal{H}_{2, \frac{1}{2}},<f, g>_{2, \frac{1}{2}} \equiv\right.$ $\left.\varphi_{2}\left(\sigma_{\frac{i}{4}}^{2}(f)^{*}\left(\sigma_{\frac{i}{4}}^{2}(g)\right)\right)\right)$.

Let $V_{t} \equiv\left(D \varphi_{1}: D \varphi_{2}\right)_{t}$ be the Radon-Nikodym cocycle. We remind that, in particular, $\sigma_{t}^{1}(f)=V_{t}^{*} \sigma_{t}^{2}(f) V_{t}$. The main difficulty in carrying out the construction of the Markov generator, is the existence of an analytic
extension of $\mathbb{R} \ni t \mapsto V_{t} \in \mathcal{M}$. The following condition guarantees the desired extension (for details see Ref. 26):

Suppose there exists a positive constant $c \in(0, \infty)$ such that for any $0 \leq f \in \mathcal{M}$ the following inequalities hold:

$$
\begin{equation*}
\frac{1}{c} \varphi_{1}(f) \leq \varphi_{2}(f) \leq c \varphi_{1}(f) \tag{2}
\end{equation*}
$$

Then, $V_{t}$ extends analytically to $-\frac{1}{2} \leq \operatorname{Imz} \leq \frac{1}{2}$ and $\xi \equiv V_{t \left\lvert\, t=-\frac{i}{2}\right.}$ is a bounded operator in $\mathcal{M}$. Let us note that the above inequalities also guarantee that $\varphi_{2}$ is a faithful state provided that $\varphi_{1}$ has this property.

Now, let us apply the above strategy to a finite system. Fix $X \subset \Lambda \in$ $\mathcal{F}$. Obviously, (2) is satisfied for $\varphi_{1}(\cdot)\left(\equiv \varphi_{1}^{\Lambda}(\cdot)\right)=\operatorname{Tr}_{\Lambda} \varrho_{\Lambda}(\cdot)$ and $\varphi_{2}(\cdot)(\equiv$ $\left.\varphi_{2}^{\Lambda, X}(\cdot)\right)=\varphi_{1} \circ \operatorname{Tr}_{X}(\cdot)$. Define

$$
\mathcal{E}_{X, \Lambda}(a)=\operatorname{Tr}_{X}\left(\gamma_{X, \Lambda}^{*} f \gamma_{X, \Lambda}\right)
$$

where $\gamma_{X, \Lambda}=\varrho_{\Lambda}^{\frac{1}{2}}\left(\operatorname{Tr}_{X} \varrho_{\Lambda}\right)^{-\frac{1}{2}}$, and $f \in \mathcal{A}_{\Lambda}$.
One can verify ${ }^{8}$ that $\gamma_{X, \Lambda}$ is the analytic extension of the RadonNikodym cocycle, and that $\mathcal{E}_{X, \Lambda}$ is a generalized conditional expectation (in the Accardi-Cecchini sense). Moreover ${ }^{5}$,

$$
P_{t}^{X, \Lambda} \equiv \exp \left\{t\left(\mathcal{E}_{X, \Lambda}-i d\right)\right\}
$$

is the well defined Markov semigroup corresponding to the block-spin flip operation. For its construction only local specifications ( $\varrho_{\Lambda}, \operatorname{Tr}_{X} \varrho_{\Lambda}$ ) are necessary.

Now we examine (like in the classical case) the question of existence of global dynamics. Denoting $\varphi_{2} \equiv \varphi_{1} \circ \operatorname{Tr}_{X}$ and using the same strategy, we have ${ }^{7}$

Theorem 4.1. Suppose the system is in sufficiently high temperature, $|\beta|<\beta_{0}$ with interaction $\Phi$ fulfilling the condition (6), or that the system is one dimensional at an arbitrary temperature $\beta \in(0, \infty)$ with finite range interactions. Then, for some positive $c \in(0, \infty)$

$$
\frac{1}{c} \varphi_{1}\left(f^{*} f\right) \leq \varphi_{2}\left(f^{*} f\right) \leq c \varphi_{1}\left(f^{*} f\right) .
$$

Hence, the corresponding Radon-Nikodym cocyles have analytic extension and therefore $\gamma_{X} \equiv\left(D \varphi_{1}: D \varphi_{2}\right)_{\left\lvert\, t=-\frac{i \beta}{2}\right.} \in \mathcal{M}$. Hence

$$
\mathcal{E}_{X}(f) \equiv \operatorname{Tr}_{X}\left(\gamma_{X}^{*} f \gamma_{X}\right)
$$

defines a generalized conditional expectation which is symmetric in $\mathcal{H}_{\varphi_{1}}$. (Here $\mathcal{H}_{\varphi_{1}}$ is just the Hilbert space $L_{2}\left(\varphi_{1}, 1 / 2\right)$ constructed on $\mathcal{M}$.)

On the other hand, one has (for details see Ref. 7):
Theorem 4.2. Let $\mathcal{E}_{0}$ be a (true) conditional expectation (so not necessary of the form $\operatorname{Tr}_{X}$ ). Assume that $\xi \equiv V_{t \left\lvert\, t=-\frac{i}{2}\right.}$ is a bounded operator in $\mathcal{M}$ and define

$$
\mathcal{E}(f) \equiv \mathcal{E}_{0}\left(\xi^{*} f \xi\right)
$$

Then, the generalized conditional expectation $\mathcal{E}(\cdot)$ is well defined and it has the following properties:
(1) $\mathcal{E}(1)=1$,
(2) $\mathcal{E}\left(f^{*} f\right) \geq 0$,
(3) $<\mathcal{E}(f), g>_{1}=<f, \mathcal{E}(g)>_{1}$,
where $<f, g>_{1} \equiv \varphi_{1}\left(\left(\sigma_{\frac{i}{4}}^{1}(f)\right)^{*}\left(\sigma_{\frac{i}{4}}^{1}(g)\right)\right)$.

Here, again, the generalized conditional expectations are understood in the Accardi-Cecchini sense (cf. Ref. 27-29). Thus we arrive at:

Corollary 4.3. Theorems 4.1 and 4.2 ensure that the operator given by:

$$
\mathcal{L} \equiv \mathcal{E}-i d .
$$

is a well defined Markov generator.
Consequently, the (Markov) global quantum stochastic semigroup $P_{t} \equiv e^{t \mathcal{L}}$ can be constructed (for high temperature region). It is worth pointing out that $\left.P_{t}\right|_{\mathcal{M}}$ are completely positive $(\mathrm{CP})$ maps on the von Neumann algebra $\mathcal{M}$ and bounded with respect to $L_{2}\left(\varphi_{1}, \frac{1}{2}\right)$ norm (see Refs. 5,7 ). So, they give rise to well defined maps on quantum $L_{2}$-space. In a similar way, one can perform quantization of other stochastic dynamics ${ }^{8,12}$.

However, it is important to note here that we were forced to restrict ourselves to high temperature regions (for lattice systems of dimension larger than 1). As we were not able to overcome this difficulty, ${ }^{30}$ one may postulate that besides to the suggestions mentioned in the Introduction, some generalization of quantum $L_{p}$ spaces could be useful. But to take these hints seriously, one should as a first step study the problem of lifting quantum maps (considered dynamical maps are CP maps on a von Neumann algebra) to well defined maps on quantum Orlicz spaces. This will be done in the next Section.

## 5. Orlicz spaces

Let us begin with some preliminaries. By the term an Orlicz function we understand a convex function $\phi:[0, \infty) \rightarrow[0, \infty]$ satisfying $\phi(0)=0$ and $\lim _{u \rightarrow \infty} \phi(u)=\infty$, which is neither identically zero nor infinite valued on all of $(0, \infty)$, and which is left continuous at $b_{\phi}=\sup \{u>0: \phi(u)<\infty\}$. In particular, any Orlicz function must also be increasing.

Let $L^{0}$ be the space of measurable functions on some $\sigma$-finite measure space $(X, \Sigma, m)$. The Orlicz space $L_{\phi}^{0}$ associated with $\phi$ is defined to be the set

$$
L^{\phi}=\left\{f \in L^{0}: \phi(\lambda|f|) \in L^{1} \quad \text { for some } \quad \lambda=\lambda(f)>0\right\} .
$$

This space turns out to be a linear subspace of $L^{0}$ which becomes a Banach space when equipped with the so-called Luxemburg-Nakano norm

$$
\|f\|_{\phi}=\inf \left\{\lambda>0:\|\phi(|f| / \lambda)\|_{1} \leq 1\right\} .
$$

Let $\phi$ be a given Orlicz function. In the context of semifinite von Neumann algebras $\mathcal{M}$ equipped with an fns trace $\tau$, the space of all $\tau$ measurable operators $\widetilde{\mathcal{M}}$ (equipped with the topology of convergence in measure) plays the role of $L^{0}$ (for details see Ref. 23). In the specific case where $\varphi$ is a so-called Young's function, Kunze ${ }^{31}$ used this identification to define the associated noncommutative Orlicz space to be

$$
L_{\phi}^{n c O}=\cup_{n=1}^{\infty} n\{f \in \widetilde{\mathcal{M}}: \tau(\phi(|f|) \leq 1\}
$$

and showed that this too is a linear space which becomes a Banach space when equipped with the Luxemburg-Nakano norm

$$
\|f\|_{\phi}=\inf \{\lambda>0: \tau(\phi(|f| / \lambda)) \leq 1\} .
$$

Using the linearity it is not hard to see that

$$
L_{\phi}^{n c O}=\{f \in \widetilde{\mathcal{M}}: \tau(\phi(\lambda|f|))<\infty \quad \text { for some } \quad \lambda=\lambda(f)>0\}
$$

Thus there is a clear analogy with the commutative case.
It is worth pointing out that there is another approach to Quantum Orlicz spaces. Namely, one can replace $(\mathcal{M}, \tau)$ by $(\mathcal{M}, \varphi)$, where $\varphi$ is a normal faithful state on $\mathcal{M}$ (for details see Ref. 32). However, as we wish to put some emphasis on the universality of quantization, we prefer to follow the Banach space theory approach developed by Dodds, Dodds and de Pagter. ${ }^{33}$

Given an element $f \in \widetilde{\mathcal{M}}$ and $t \in[0, \infty)$, the generalised singular value $\mu_{t}(f)$ is defined by $\mu_{t}(f)=\inf \left\{s \geq 0: \tau\left(11-e_{s}(|f|)\right) \leq t\right\}$ where $e_{s}(|f|) s \in$
$\mathbb{R}$ is the spectral resolution of $|f|$. The function $t \rightarrow \mu_{t}(f)$ will generally be denoted by $\mu(f)$. For details on the generalised singular values see Ref. 34. (This directly extends classical notions where for any $f \in L_{\infty}^{0}$, the function $(0, \infty) \rightarrow[0, \infty]: t \rightarrow \mu_{t}(f)$ is known as the decreasing rearrangement of $f$.) We proceed to briefly review the concept of a Banach Function Space of measurable functions on $(0, \infty)$. (Necessary background is given in Ref. 33.) A function norm $\rho$ on $L^{0}(0, \infty)$ is defined to be a mapping $\rho: L_{+}^{0} \rightarrow[0, \infty]$ satisfying

- $\rho(f)=0$ iff $f=0$ a.e.
- $\rho(\lambda f)=\lambda \rho(f)$ for all $f \in L_{+}^{0}, \lambda>0$.
- $\rho(f+g) \leq \rho(f)+\rho(g)$ for all.
- $f \leq g$ implies $\rho(f) \leq \rho(g)$ for all $f, g \in L_{+}^{0}$.

Such a $\rho$ may be extended to all of $L^{0}$ by setting $\rho(f)=\rho(|f|)$, in which case we may then define $L^{\rho}(0, \infty)=\left\{f \in L^{0}(0, \infty): \rho(f)<\infty\right\}$. If now $L^{\rho}(0, \infty)$ turns out to be a Banach space when equipped with the norm $\rho(\cdot)$, we refer to it as a Banach Function space. If $\rho(f) \leq \liminf _{n}\left(f_{n}\right)$ whenever $\left(f_{n}\right) \subset L^{0}$ converges almost everywhere to $f \in L^{0}$, we say that $\rho$ has the Fatou Property. If less generally this implication only holds for $\left(f_{n}\right) \cup\{f\} \subset$ $L^{\rho}$, we say that $\rho$ is lower semi-continuous. If further the situation $f \in L^{\rho}$, $g \in L^{0}$ and $\mu_{t}(f)=\mu_{t}(g)$ for all $t>0$, forces $g \in L^{\rho}$ and $\rho(g)=\rho(f)$, we call $L^{\rho}$ rearrangement invariant (or symmetric). Using the above context Dodds, Dodds and de Pagter ${ }^{33}$ formally defined the noncommutative space $L^{\rho}(\widetilde{\mathcal{M}})$ to be

$$
L^{\rho}(\widetilde{\mathcal{M}})=\left\{f \in \widetilde{\mathcal{M}}: \mu(f) \in L^{\rho}(0, \infty)\right\}
$$

and showed that if $\rho$ is lower semicontinuous and $L^{\rho}(0, \infty)$ rearrangementinvariant, $L^{\rho}(\widetilde{\mathcal{M}})$ is a Banach space when equipped with the norm $\|f\|_{\rho}=$ $\rho(\mu(f))$.

Now for any Orlicz function $\phi$, the Orlicz space $L^{\phi}(0, \infty)$ is known to be a rearrangement invariant Banach Function space with the norm having the Fatou Property, see Theorem 8.9 in Ref. 35. Thus on selecting $\rho$ to be $\|\cdot\|_{\phi}$, the very general framework of Dodds, Dodds and de Pagter presents us with an alternative approach to realising noncommutative Orlicz spaces.

Note that this approach canonically contains the spaces of Kunze ${ }^{31}$. To see this we recall that any Orlicz function is in fact continuous, non-negative and increasing on $\left[0, b_{\phi}\right)$. The fact that Kunze's approach to noncommutative Orlicz spaces is canonically contained in that of Dodds et al, therefore follows from the observation that if $b_{\phi}=\infty$, then for any $\lambda>0$ and any
$f \in \widetilde{\mathcal{M}}$, we have

$$
\tau\left(\phi\left(\frac{1}{\lambda}|f|\right)\right)=\int_{0}^{\infty} \phi\left(\frac{1}{\lambda} \mu_{t}(|f|)\right) \mathrm{d} t
$$

by $[34,2.8]$. More generally we have the following lemma ${ }^{36}$ :
Lemma 5.1. Let $\phi$ be an Orlicz function and $f \in \widetilde{\mathcal{M}}$ a $\tau$-measurable element. Extend $\phi$ to a function on $[0, \infty]$ by setting $\phi(\infty)=\infty$. If $\phi(f) \in \widetilde{\mathcal{M}}$, then $\phi\left(\mu_{t}(f)\right)=\mu_{t}\left(\phi(|f|)\right.$ for any $t \geq 0$, and $\tau(\phi(|f|))=\int_{0}^{\infty} \phi\left(\mu_{t}(|f|)\right) \mathrm{d} t$.

It is worth pointing out that the above lemma allows for the possibility that $a_{\phi}>0 \mathrm{and} /$ or $b_{\phi}<\infty$. It is not difficult to see that if $a_{\phi}>0$, then

$$
\mathcal{M} \subset\left\{f \in \widetilde{\mathcal{M}}: \phi(\lambda|f|) \in L_{1}(\mathcal{M}, \tau) \quad \text { for some } \quad \lambda=\lambda(f)>0\right\}
$$

Thus this lemma is not contained in results like Remark 3.3 of Ref. 34, which only hold for those elements of $\widetilde{\mathcal{M}}$ for which $\lim _{t \rightarrow \infty} \mu_{t}(f)=0$.

Consequently, let us take any Orlicz function $\phi$. Then the Orlicz space $L^{\phi}(0, \infty)$ is a Banach function space with a "good" norm. Thus

$$
\begin{equation*}
\|f\|_{\phi}=\inf \left\{\lambda>0: \int_{0}^{\infty} d t \phi\left(\frac{\mu_{t}(f)}{\lambda}\right) \leq 1\right\} \tag{1}
\end{equation*}
$$

gives the "quantum" Orlicz norm, where $f \in \widetilde{\mathcal{M}}$.
In the next Theorem we collect our results on monotonicity of quantum maps with respect to the Orlicz norm given by the formula (1) (proofs will appear in Ref. 36). However, we need some preliminaries. Firstly, following Arveson ${ }^{37}$, we say that a completely positive map $T: \mathcal{M} \rightarrow \mathcal{M}$ is pure if, for every completely positive $\operatorname{map} T^{\prime}: \mathcal{M} \rightarrow \mathcal{M}$, the property " $T-T^{\prime}$ is a completely positive map" implies that $T^{\prime}$ is a scalar multiple of $T$. Finally, a Jordan $*$-morphism $J: \mathcal{M} \rightarrow \mathcal{M}$ is $\epsilon-\delta$ absolutely continuous on the projection lattice of $\mathcal{M}$ with respect to the trace $\tau,{ }^{38}$ if for any $\epsilon>0$ there exists a $\delta>0$ such that for any projection $e \in \mathcal{M}$ we have $\tau(J(e))<\epsilon$ whenever $\tau(e)<\delta$ ). We have

Theorem 5.2. Let $T: \mathcal{M} \rightarrow \mathcal{M}$ be a linear positive unital map. Then

$$
\begin{equation*}
\|T(f)\|_{\phi} \leq C\|f\|_{\phi} \tag{2}
\end{equation*}
$$

where $C$ is a positive constant, if
(1) $T$ is an inner automorphism, e.g. Hamiltonian type dynamics satisfying Borchers conditions (for exposition on Borchers conditions see e.g. Bratteli, Robinson book ${ }^{14}$ ).
(2) $T(\cdot)=\sum_{1}^{N<\infty} W_{i}^{*} \cdot W_{i}$ with $W_{i} \in \mathcal{M}$.
(3) $T(\cdot)$ is a pure unital normal CP map.
(4) $T$ is a $\epsilon-\delta$ continuous normal Jordan morphism such that $\tau \circ J \leq \tau$.

The main idea of the proof is to show that generalized singular values $\mu_{t}(\cdot)$ are monotonic with respect to the maps $T$. The rest of the proof follows from the definition of the Orlicz norm (1) and the monotonicity of the Orlicz function.

This theorem ensures the existence of extensions to quantum Orlicz space of a map $T: \mathcal{M} \rightarrow \mathcal{M}$ satisfying any of the conditions listed in Theorem 5.2. Consequently, we get the promised possibility of describing quantum dynamical system in terms of Quantum Orlicz spaces; so also in $L_{p}$-spaces! This explains why one can expect that dynamical maps defined for quantum $L_{p}$ spaces may have nice generalizations.
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#### Abstract

We show that certain averages over ensembles of truncated random unitary matrices enumerate configurations of random-turns vicious walkers on $\mathbb{Z}$.


Keywords: random-turns model; truncated random matrices; Colour-Flavour Transformation; symmetric functions.

## 1. The Random-Turns Model

Vicious random walkers were introduced into statistical mechanics by Fisher ${ }^{3}$ in order to model domain walls and wetting in two-dimensional lattice systems, or equivalently the stochastic evolution of interacting particles on a one-dimensional lattice. Fisher introduced two vicious walker models, the "lock-step" model and the "random-turns" model. In this note we study a connection between the random-turns model and random matrices obtained by taking corners of Haar-distributed random unitary matrices.

Consider $d$ walkers (particles) initially positioned at sites $d, d-1, \ldots, 1$ on the integer lattice $\mathbb{Z}$ (note that we label the particles from right to left). At each instant of discrete time, a single randomly chosen walker takes a random positive or negative unit step (a random "turn"), subject only to the condition that no two walkers may occupy the same lattice site simultaneously. Each sequence of configurations of the walkers is a virtual history of particle evolution. Such histories are conveniently pictured as directed systems of non-intersecting lattice paths, as in Figure 1.

Forrester ${ }^{4}$ studied a particular asymmetric version of the random-turns model in which the $d$ walkers return to their initial sites $d, d-1, \ldots, 1$ after taking $n$ positive steps followed by $n$ negative steps. He made the


Fig. 1. A reunion of random-turns vicious walkers.
following remarkable observation: the number $u_{d}(n)$ of realizations of the random-turns model of the sort just described is equal to the number of permutations in the symmetric group $S(n)$ which have no increasing subsequence of length greater than $d$. Recall that a permutation $\sigma \in S(n)$ is said to have an increasing subsequence of length $k$ if their exist indices $1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq n$ such that

$$
\sigma\left(i_{1}\right)<\sigma\left(i_{2}\right)<\cdots<\sigma\left(i_{k}\right) .
$$

A well-known earlier result of Rains ${ }^{9}$ expresses this latter quantity as an integral $\int_{\mathcal{U}_{d}}|\operatorname{Trace} U|^{2 n} d U$ over the compact group $\mathcal{U}_{d}$ of $d \times d$ unitary matrices, against Haar measure $d U$. Thus one has the equality

$$
\begin{equation*}
u_{d}(n)=\int_{\mathcal{U}_{d}}|\operatorname{Trace} U|^{2 n} d U \tag{1}
\end{equation*}
$$

Assuming that the walkers represent $d$ mutually attracting particles, the equilibrium states of the model occur when the walkers are positioned on adjacent lattice site. Thus it is natural to seek a more general integral representation for the number of ways in which $d$ random-turns vicious walkers may reunite at displaced lattice sites $d+q, d-1+q, \ldots, 1+q$ for some $q \geq 0$ by taking $n+d q$ positive steps followed by $n$ negative steps. Such an integral form should reduce to (1) when $q=0$. Denote this number $u_{d}(n ; q)$.

Our main result is that an integral representation of $u_{d}(n ; q)$ generalizing (1) continues to hold for arbitrary $q \geq 0$ if we enlarge the unitary group $\mathcal{U}_{d}$ to the semigroup $\mathcal{B}_{d}$ of contractions of Euclidean space $\mathbb{C}^{d}$, and deform Haar measure on $\mathcal{U}_{d}$ to a probability measure $\nu^{(q)}$ on $\mathcal{B}_{d}$. We should note that the specialization $u_{d}(n ; 0)$ reduces to the original situation investigated by Forrester, while the alternative specialization $u_{d}(0 ; q)$ is equivalent to the classical André ${ }^{1}$ Ballot Problem.

## 2. Truncation of random unitary matrices

Let $q \geq 0$ be a non-negative integer, and let $\mathcal{U}_{d+q}$ be the unitary group of dimension $d+q$. A unitary matrix $U \in \mathcal{U}_{d+q}$ may be represented in block form

$$
U=\left[\begin{array}{ll}
P & Q \\
R & T
\end{array}\right],
$$

where $P$ is the $d \times d$ principal submatrix of $U$. Since $\|P\| \leq\|U\|=1$ (operator norm), the map

$$
U \mapsto P
$$

defines a function

$$
\mathcal{U}_{d} \rightarrow \mathcal{B}_{d}
$$

called "truncation." Let $\nu^{(q)}$ denote the image of Haar measure on $\mathcal{U}_{d+q}$ under the operation of truncation. Clearly $\nu^{(0)}$ is the Haar measure on $\mathcal{U}_{d}$, since in the case $q=0$ no truncation is involved.

A random matrix $U_{d}^{(q)} \in \mathcal{B}_{d}$ whose distribution is $\nu^{(q)}$ is called a truncated random unitary matrix. The sequence of random matrices $\left(U_{d}^{(q)}\right)_{d \geq 1}$ is a parameter-dependent deformation of the classical Circular Unitary Ensemble (CUE) introduced by Dyson. This deformed random matrix ensemble is denoted $\mathrm{CUE}^{(q)}$. We note that for $q \geq d$, the measure $\nu^{(q)}$ is absolutely continuous with respect to Lebesgue measure $d Z$ on the matrix ball $\mathcal{B}_{d}$ with density proportional to

$$
\operatorname{det}\left(I-Z^{*} Z\right)^{q-d} d Z
$$

This is a result of Neretin. ${ }^{6}$
Our main result is the following.
Theorem 2.1. For any integers $d \geq 1$ and $n, q \geq 0$,

$$
\begin{aligned}
u_{d}(n ; q) & =\binom{n+d q}{n} f^{q^{d}} \int_{\mathcal{U}_{d+q}}\left|u_{11}+\cdots+u_{d d}\right|^{2 n} d U \\
& =\binom{n+d q}{n} f^{q^{d}} \int_{\mathcal{B}_{d}}|\operatorname{Trace} Z|^{2 n} d \nu^{(q)}(Z) .
\end{aligned}
$$

The scaling factor $f^{q^{d}}$ is equal to the number of standard Young tableaux on the $d \times q$-rectangular Young diagram $q^{d}$ :

$$
f^{q^{d}}=(d q)!\prod_{i=0}^{d-1} \frac{i!}{(q+i)!}
$$

This factor may alternatively be interpreted algebraically as the dimension of a certain irreducible (complex) representation of the symmetric group $S(d q)$, or geometrically as the degree of a certain Grassmannian of hyperplanes in the space $\mathbb{C}^{d q}$.

## 3. Sketch of proof

The main idea of the proof, which is outlined here and will appear in full detail elsewhere, ${ }^{7}$ is to use an integral identity due to Wei and Wettig ${ }^{10}$ which connects integration over unitary groups of different dimensions. This identity, which is a version of Zirnbauer's "Colour-Flavour Transform," reads

$$
\begin{aligned}
& \int_{\mathcal{U}(d+q)} e^{\operatorname{Trace}\left(X^{*} U Y+Y^{*} U^{*} X\right)} d U \\
& =H_{q^{d}} \int_{\mathcal{U}(d)} e^{\operatorname{Trace}\left(X^{*} X V^{*}+V Y^{*} Y\right)} \operatorname{det}\left(V Y^{*} X\right)^{-q} d V
\end{aligned}
$$

and is valid for any two $(d+q) \times d$ matrices over $\mathbb{C}$ verifying $\operatorname{det}\left(Y^{*} X\right) \neq 0$. Here the scaling factor $H_{q^{d}}$ is the hook-product of the $d \times q$-rectangular Young diagram, given explicitly as

$$
H_{q^{d}}=\prod_{i=0}^{d-1} \frac{(q+i)!}{i!}
$$

Choosing $X=Y$ to be the rectangular matrix with diagonal entries equal to some real number $t \neq 0$, and all other entries 0 , the Colour-Flavour Transform reduces to the identity

$$
t^{2 d q} \int_{\mathcal{U}_{d+q}} e^{t^{2} \operatorname{Trace}\left(U_{d}+U_{d}^{*}\right)} d U=H_{q^{d}} \int_{\mathcal{U}_{d}} e^{t^{2} \operatorname{Trace}\left(V+V^{*}\right)} \operatorname{det}\left(V^{*}\right)^{q} d V
$$

where we use the notation $U_{d}$ for the truncation of $U \in \mathcal{U}_{d+q}$. Expanding in power series in $t$ and equating coefficients, we arrive at the identity

$$
\binom{n+d q}{n} f^{q^{d}} \int_{\mathcal{U}_{d+q}}\left|\operatorname{Trace} U_{d}\right|^{2 n} d U=\int_{\mathcal{U}_{d}}(\operatorname{Trace} V)^{n+d q}\left(\operatorname{Trace} V^{*}\right)^{n} \operatorname{det}\left(V^{*}\right)^{q} d V
$$

The integral on the right is the scalar product

$$
\left\langle e_{1}^{n+d q} \mid e_{1}^{n} e_{d}^{q}\right\rangle
$$

in the algebra $\Lambda_{d}$ of symmetric polynomials in $d$ indeterminates. The scalar product is understood to be the usual Hall scalar product. Expanding
the powers of elementary symmetric polynomials as linear combinations of Schur polynomials using the Frobenius identity

$$
e_{1}^{N}=\sum_{\substack{\lambda \vdash n \\ \ell(\lambda) \leq d}} f^{\lambda} s_{\lambda}
$$

and using the orthonormality of Schur polynomials with respect to the Hall scalar product (modulo omitted details regarding the adjoint operation of "multiplication by a Schur polynomial") we obtain

$$
\left\langle e_{1}^{n+d q} \mid e_{1}^{n} e_{d}^{q}\right\rangle=\sum_{\substack{\lambda \vdash n \\ \ell(\lambda) \leq d}} f^{q^{d}+\lambda} f^{\lambda}
$$

It is easy to see that this final expression as a sum over Young diagrams has the desired combinatorial interpretation in terms of random-turns walkers (standard Young tableaux are lattice walks in a Weyl chamber, and such a chamber is the configuration space for random-turns vicious walkers ${ }^{7}$ ).

## 4. Asymptotics

Probably the most useful feature of the integral representation

$$
u_{d}(n ; q)=\binom{n+d q}{n} f^{q^{d}} \int_{\mathcal{U}_{d+q}}\left|\operatorname{Trace} U_{d}\right|^{2 n} d U
$$

is the ease with which it yields asymptotic information.
Sommers and Zyckzkowski have proved that the eigenvalues of a random matrix $U_{d}^{(q)}$ from the ensemble $\mathrm{CUE}^{(q)}$, with $q>0$, constitute a determinantal point process in the unit disc $\mathbb{D}=\{z \in \mathbb{C}:|z| \leq 1\}$ with kernel

$$
K_{d}^{(q)}=\frac{q}{\pi}\left(1-|z|^{2}\right)^{\frac{q-1}{2}}\left(1-|w|^{2}\right)^{\frac{q-1}{2}} \sum_{j=0}^{d-1}\binom{q+j}{j} z^{j} \bar{w}^{j} .
$$

One observes from this that the limiting kernel of the spectrum of the scaled random matrix $q^{\frac{1}{2}} U_{d}^{(q)}$ in the limit $q \rightarrow \infty$ is

$$
\frac{1}{\pi} e^{-\frac{1}{2}\left(|z|^{2}+|w|^{2}\right)} \sum_{j=0}^{d-1} \frac{z^{j} \bar{w}^{j}}{j!},
$$

which is precisely the well-known Ginibre kernel (see e.g. Mehta's book ${ }^{5}$ ). Thus one may conclude weak convergence

$$
q^{\frac{1}{2}} U_{d}^{(q)} \rightarrow G_{d}
$$

in the large $q$ limit, where $G_{d}$ is the Ginibre matrix whose entries are i.i.d standard complex Gaussians. This is generalizes a classical theorem of E. Borel $^{2}$ from the early twentieth century. Borel's theorem states that for a uniformly random point $u=\left(u_{11}, \ldots, u_{d d}, \ldots, u_{d+q, d+q}\right)$ from the unit sphere $S^{d+q-1}$ in $\mathbb{R}^{d+q}$, the scaled random variables $q^{\frac{1}{2}} u_{11}, \ldots, q^{\frac{1}{2}} u_{d d}$ tend weakly to a family of i.i.d standard Gaussians as $q \rightarrow \infty$. The randommatrix version of this result stated above seems to have been first observed by Petz and Reffy, ${ }^{8}$ who prove it by a more computational method.

We obtain the asymptotic behaviour of the integral from this weak convergence, namely

$$
\int_{\mathcal{U}_{d+q}}\left|\operatorname{Trace} U_{d}\right|^{2 n} d U \sim \frac{1}{q^{n}}\left\langle\sum_{i=1}^{d} g_{i i}\right\rangle=\frac{d^{n} n!}{q^{n}}, q \rightarrow \infty
$$

Here, the $g_{i i}$ 's are i.i.d. standard complex Gaussians and the angled brackets denote expecation. The rightmost equality follows from the fact that the sum is just a complex Gaussian with mean 0 and variance $d$. From this integral estimate and Stirling's approximation we immediately obtain the following asymptotic result.

Theorem 4.1. For fixed integers $d \geq 1$ and $n \geq 0$

$$
u_{d}(n ; q) \sim(2 \pi)^{\frac{1-d}{2}}\left(\prod_{i=1}^{d} i!\right) d^{2 n+d q+\frac{1}{2}} q^{\frac{1-d^{2}}{2}}
$$

as $q \rightarrow \infty$.
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#### Abstract

Conventional approaches for controlling open quantum systems use coherent control which affects the system's evolution through the Hamiltonian part of the dynamics. Such control, although being extremely efficient for a large variety of problems, has limited capabilities, e.g., if the initial and desired target states have density matrices with different spectra or if a control field needs to be designed to optimally transfer different initial states to the same target state. Recent research works suggest extending coherent control by including active manipulation of the non-unitary (i.e., incoherent) part of the evolution. This paper summarizes recent results specifically for incoherent control by the environment (e.g., incoherent radiation or a gaseous medium) with a kinematic description of controllability and landscape analysis.
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## 1. Introduction

The manipulation of atomic or molecular quantum dynamics commonly uses coherent quantum control, which may be extremely useful for a large variety of problems. ${ }^{1-12}$ The dynamical evolution of a closed quantum system under the action of a collection of coherent controls $u=\left\{u_{l}(t)\right\}$ (e.g., Rabi frequencies of the applied laser field) is described by the equation

$$
\begin{equation*}
\frac{d \rho_{t}}{d t}=-i\left[H_{0}+\sum_{l} Q_{l} u_{l}(t), \rho_{t}\right],\left.\quad \rho\right|_{t=0}=\rho_{0} \tag{1}
\end{equation*}
$$

Here $\rho_{t}$ is the system density matrix at time $t$ (for an $n$-level quantum system, the set of all density matrices is $\mathcal{D}_{n}=\left\{\rho \in \mathcal{M}_{n} \mid \rho \geq 0, \operatorname{Tr} \rho=1\right\}$, where $\mathcal{M}_{n}=\mathbb{C}^{n \times n}$ is the set of $n \times n$ complex matrices), $H_{0}$ is the free system Hamiltonian describing evolution of the system in the absence of control fields and each $Q_{l}$ is an operator describing the coupling of the system to the control field $u_{l}(t)$.

Coherent control of a closed system induces a unitary transformation
of the system density matrix $\rho_{t}=U_{t} \rho_{0} U_{t}^{\dagger}$ and may have some limitations. The first limitation is due to the fact that unitary transformations of an operator preserve its spectrum; thus the spectrum of $\rho_{t}$ is the same at any $t$ and, for example, a mixed state $\rho_{0}$ will always remain mixed. ${ }^{13}$ A second limitation is that a control $u_{\text {opt }}$ which is optimal for some initial state $\rho_{0}$ may be not optimal for another initial state $\tilde{\rho}_{0}$ even if $\rho_{0}$ and $\tilde{\rho}_{0}$ have the same spectrum. This limitation originates from the reversibility of unitary evolution and is due to the fact that $U_{t} \rho_{0} U_{t}^{\dagger} \neq U_{t} \tilde{\rho}_{0} U_{t}^{\dagger}$ if $\rho_{0} \neq \tilde{\rho}_{0}$. To overcame these limitations at least to some degree, control by measurements ${ }^{14-18}$ or incoherent control ${ }^{19-22}$ may be used. General mathematical notions for the controlled quantum Markov dynamics were formulated. ${ }^{23}$

The necessity to consider incoherent control relies also on the fact that coherent control of quantum systems (e.g., of chemical reactions) in the laboratory is often realized in a medium (solvent) which interacts with the controlled system and plays the role of the environment. Furthermore, then environment may be also affected to some degree by the coherent laser field, thus effectively realizing incoherent control of the system. Moreover, laser sources of coherent radiation at the present time have practical limitations, and some frequencies are very expensive to generate compared to the respective sources of incoherent control (e.g., incoherent radiation as considered in Sec. 2.1 of this work). Thus incoherent control can be used in some cases to reduce the total cost of quantum control.

This paper summarizes recent results specifically for incoherent control by the environment ${ }^{19}$ (ICE). A general theoretical formulation for incoherent control is provided in Sec. 2, followed by the examples of control by incoherent radiation (Sec. 2.1) and control through collisions with particles of a medium (e.g., solvent, gas, etc., Sec. 2.2). Relevant known results about controllability and the structure of control landscapes for open quantum systems in the kinematic picture are briefly outlined in Sec. 3.

## 2. Incoherent control by the environment

The dynamical evolution of an open quantum system under the action of coherent controls in the Markovian regime is described by a master equation

$$
\begin{equation*}
\frac{d \rho_{t}}{d t}=-i\left[H_{0}+H_{\mathrm{eff}}+\sum_{l} Q_{l} u_{l}(t), \rho_{t}\right]+\mathcal{L} \rho_{t} \tag{1}
\end{equation*}
$$

The interaction with the environment modifies the Hamiltonian part of the dynamics by adding an effective Hamiltonian term $H_{\text {eff }}$ to the free Hamiltonian $H_{0}$. Another important effect of the environment is the appearance
of the term $\mathcal{L}$ which describes non-unitary aspects of the evolution and is responsible for decoherence. This term in the Markovian regime has the general Gorini-Kossakowski-Sudarshan-Lindblad ${ }^{24,25}$ (GKSL) form

$$
\mathcal{L} \rho=\sum_{i}\left(2 L_{i} \rho L_{i}^{\dagger}-L_{i}^{\dagger} L_{i} \rho-\rho L_{i}^{\dagger} L_{i}\right)
$$

where $L_{i}$ are some operators acting in the system Hilbert space. The explicit form of the GKSL term depends on the particular type of the environment, on the details of the microscopic interaction between the system and the environment, and on the state of the environment.

The coherent portion of the control in (1) addresses only the Hamiltonian part of the evolution while the GKSL part $\mathcal{L}$ remains fixed (for the analysis of controllability properties for Markovian master equations under coherent controls see for example, Ref. 26). However, the generator $\mathcal{L}$ can also be controlled to some degree. For a fixed system-environmental interaction, the generator $\mathcal{L}$ depends on the state of the environment, which can be either a thermal state at some temperature (including the zero temperature vacuum state) or an arbitrary non-equilibrium state. Such a state is characterized by a (possibly, time dependent) distribution of particles of the environment over their degrees of freedom, which are typically the momentum $\mathbf{k} \in \mathbb{R}^{3}$ and the internal energy levels parameterized by some discrete index $\alpha \in A$ (e.g., for photons $\alpha=1,2$ denotes polarization, for a gas of $N$-level particles $\alpha=1, \ldots, N$ denotes the internal energy levels). Denoting the density at time $t$ of the environmental particles with momentum $\mathbf{k}$ and occupying an internal level $\alpha$ by $n_{\mathbf{k}, \alpha}(t)$, and the corresponding GKSL generator as $\mathcal{L}=\mathcal{L}\left[n_{\mathbf{k}, \alpha}(t)\right]$, the equation (1) becomes

$$
\begin{equation*}
\frac{d \rho_{t}}{d t}=-i\left[H_{0}+H_{\mathrm{eff}}+\sum_{l} Q_{l} u_{l}(t), \rho_{t}\right]+\mathcal{L}\left[n_{\mathbf{k}, \alpha}(t)\right] \rho_{t} \tag{2}
\end{equation*}
$$

Here both $u_{l}(t)$ and $n_{\mathbf{k}, \alpha}(t)$ are used as the controls, and for $n_{\mathbf{k}, \alpha}(t)$ the optimization is done over $\mathbf{k}, \alpha$ in a time dependent fashion to obtain a desired outcome.

The solution of (2) with the initial condition $\left.\rho\right|_{t=0}=\rho_{0}$ for each choice of controls $\left\{u_{l}(t)\right\}$ and $n_{\mathbf{k}, \alpha}(t)$ can be represented by a family $P_{t}\left\{\left(u_{l}\right), n_{\mathbf{k}, \alpha}\right\}$, $t \geq 0$ of completely positive (CP), trace preserving maps (see Sec. 3 for the explicit definitions) as

$$
\begin{equation*}
\rho_{t}=P_{t}\left\{\left(u_{l}\right), n_{\mathbf{k}, \alpha}\right\} \rho_{0} \tag{3}
\end{equation*}
$$

In general, for time dependent controls this family forms not a semigroup but a self-consistent two-parameter family of CP, trace preserving maps
$P_{t, \tau}\left\{\left(u_{l}\right), n_{\mathbf{k}, \alpha}\right\}, t \geq \tau \geq 0$, where each $P_{t, \tau}\left\{\left(u_{l}\right), n_{\mathbf{k}, \alpha}\right\}$ represents the evolution from $\tau$ to $t$.

The target functional, also called the performance index, describes a property of the controlled system which should be minimized during the control and commonly consists of the two terms:

$$
J\left[\left(u_{l}\right), n_{\mathbf{k}, \alpha}\right]=J_{1}\left[\left(u_{l}\right), n_{\mathbf{k}, \alpha}\right]+J_{2}\left[\left(u_{l}\right), n_{\mathbf{k}, \alpha}\right]
$$

The term $J_{1}\left[\left(u_{l}\right), n_{\mathbf{k}, \alpha}\right]$, called the objective functional, represents the physical system's property which we want to minimize. The term $J_{2}\left[\left(u_{l}\right), n_{\mathbf{k}, \alpha}\right]$, called the cost functional, represents the penalty for the control fields.

The first general class of objective functionals appears in the problem of minimizing the expectation value of some observable associated to the system at a target time $T>0$. The system is assumed at the initial time $t=0$ to be in the state $\rho_{0}$. Any observable characterizing the system (e.g., its energy, population of some level, etc.) is represented by some self-adjoint operator $O$ acting in the system Hilbert space, and the corresponding objective functional has the form

$$
\begin{equation*}
J_{1}\left[\left(u_{l}\right), n_{\mathbf{k}, \alpha}\right]=\operatorname{Tr}\left[\rho_{T}\left(u_{l}, n_{\mathbf{k}, \alpha}\right) O\right] \equiv \operatorname{Tr}\left[\left(P_{T}\left\{\left(u_{l}\right), n_{\mathbf{k}, \alpha}\right\} \rho_{0}\right) O\right] \tag{4}
\end{equation*}
$$

Here $\rho_{T}\left(u_{l}, n_{\mathbf{k}, \alpha}\right) \equiv P_{T}\left\{\left(u_{l}\right), n_{\mathbf{k}, \alpha}\right\} \rho_{0}$ is the final density matrix of the system evolving from the initial state $\rho_{0}$ under the action of $u_{l}$ and $n_{\mathbf{k}, \alpha}$. The physical meaning of this objective functional is that it represents the average measured value of the observable $O$ at the final time $T$ when the system evolves from the initial state $\rho_{0}$ under the action of the controls $\left(u_{l}\right), n_{\mathbf{k}, \alpha}$.

The second general class of objective functionals appears in the problem of optimal state-to-state transfer. Suppose that initially the system is in a state $\rho_{0}$ and the control goal is to steer the system at some target time $T$ into some desired target state $\rho_{\text {target }}$. In this case one seeks controls $\left(u_{l}\right)$ and $n_{\mathbf{k}, \alpha}$ which minimize the distance between the states $\rho_{T}\left(u_{l}, n_{\mathbf{k}, \alpha}\right)$ and $\rho_{\text {target }}$. The corresponding objective functional has the form

$$
\begin{equation*}
J_{1}\left[\left(u_{l}\right), n_{\mathbf{k}, \alpha}\right]=\left\|\rho_{T}\left(u_{l}, n_{\mathbf{k}, \alpha}\right)-\rho_{\text {target }}\right\| \equiv\left\|P_{T}\left\{\left(u_{l}\right), n_{\mathbf{k}, \alpha}\right\} \rho_{0}-\rho_{\text {target }}\right\| \tag{5}
\end{equation*}
$$

where $\|\cdot\|$ is a suitable matrix norm. Usually the Hilbert-Schmidt norm $\|A\|=\sqrt{\operatorname{Tr} A^{\dagger} A}$ can be used.

The third important class of objective functionals appears in the problem of producing a desired target CP, trace preserving map $P_{\text {target }}$. In this case the objective functional has the form

$$
\begin{equation*}
J_{1}\left[\left(u_{l}\right), n_{\mathbf{k}, \alpha}\right]=\left\|P_{T}\left\{\left(u_{l}\right), n_{\mathbf{k}, \alpha}\right\}-P_{\text {target }}\right\| \tag{6}
\end{equation*}
$$

where $\|\cdot\|$ is a suitable norm in the space of all CP, trace preserving maps. In particular, in conventional models of quantum computation the target transformation $P_{\text {target }}$ is a unitary gate (e.g., a phase $U_{\phi}$ or Hadamard $U_{\mathbb{H}}$ gate, and for these examples $P_{\text {target }}=U_{\phi}$ or $P_{\text {target }}=U_{\mathbb{H}}$, respectively). ${ }^{27,28}$ More general non-unitary target transformations can arise [e.g., in quantum computing with mixed states ${ }^{29}$ or for generating controls robust to variations of the initial system's state ${ }^{30}$ (see also Sec. 3.1)].

The cost functional $J_{2}$ can be chosen to have the form

$$
J_{2}\left[\left(u_{l}\right), n_{\mathbf{k}, i}\right]=\sum_{l} \int_{0}^{T} d t \alpha_{l}(t)\left|u_{l}(t)\right|^{2}+\max _{0 \leq t \leq T} \sum_{i} \int d \mathbf{k} \beta_{i}(\mathbf{k}) n_{\mathbf{k}, i}(t)
$$

Here each function $\alpha_{l}(t) \geq 0$ [resp., $\left.\beta_{i}(\mathbf{k}) \geq 0\right]$ is a weight describing the cost for the control $u_{l}$ at time $t$ (resp., for the density of particles of the environment with momentum $\mathbf{k}$ and occupying the internal level $i$ ). The first term minimizes the energy of the optimal coherent control. The second term minimizes the total density of the environment.

The control functions belong to some sets of admissible controls $\left(u_{l}\right) \in \mathcal{E}$ and $n_{\mathbf{k}, \alpha} \in \mathcal{D}$. The following three important problems arise.

Optimal controls. Find, for a given initial state $\rho_{0}$ and a target time $T$, some (or all) controls $\left(u_{l}\right) \in \mathcal{E}$ and $n_{\mathbf{k}, \alpha} \in \mathcal{D}$ which minimize the performance index.

Reachable sets. Find, for a given final time $T>0$ and an initial state $\rho_{0}$, the set of all states reachable from $\rho_{0}$ up to the time $T$, i.e., the set

$$
\mathcal{R}_{T}\left(\rho_{0}\right)=\left\{P_{t}\left\{\left(u_{l}\right), n_{\mathbf{k}, \alpha}\right\} \rho_{0} \mid t \leq T,\left(u_{l}\right) \in \mathcal{E}, n_{\mathbf{k}, \alpha} \in \mathcal{D}\right\}
$$

Landscape analysis. Find, for a given $T>0$, an initial state $\rho_{0}$ and a self-adjoint operator $O$, all extrema (global and local, and saddles, if any) of the objective functional $J_{1}\left[u_{l}(t), n_{\mathbf{k}, \alpha}(t)\right]=\operatorname{Tr}\left[\left\{P_{T}\left[\left(u_{l}\right), n\right] \rho_{0}\right\} O\right]$ defined by (4) [and similarly for the objective functionals defined by (5) and (6)] or of the corresponding performance index.

### 2.1. Incoherent control by radiation

Non-equilibrium radiation is characterized by its distribution in photon momenta and polarization. For control with distribution of incoherent radiation the magnitude of the photon momentum $|\mathbf{k}|$ can be exploited along with the polarization and the propagation direction in cases where polarization dependence or spatial anisotropy is important (e.g., for controlling a system consisting of oriented molecules bound to a surface).

A thermal equilibrium distribution for photons at temperature $T$ is characterized by Planck's distribution

$$
n_{\mathbf{k}}=\frac{1}{\exp \left(\frac{c \hbar|\mathbf{k}|}{k_{\mathrm{B}} T}\right)-1}
$$

where $c$ is the speed of light, $\hbar$ and $k_{\mathrm{B}}$ are the Planck and the Boltzmann constants which we set to one below. Non-equilibrium incoherent radiation may have a distribution given as an arbitrary non-negative function $n_{\mathbf{k}, \alpha}(t)$. Some practical means to produce non-equilibrium distributions in the laboratory may be based either on filtering thermal radiation or on the use of independent monochromatic sources.

The master equation for an atom or a molecule interacting with a coherent electromagnetic field $E_{c}(t)$ and with incoherent radiation with a distribution $n_{\mathbf{k}}(t)$ in the Markovian regime has the form:

$$
\begin{equation*}
\frac{d \rho_{t}}{d t}=-i\left[H_{0}+H_{\mathrm{eff}}-\mu E_{c}(t), \rho_{t}\right]+\mathcal{L}_{\mathrm{Rad}}\left[n_{\mathbf{k}}(t)\right] \rho_{t} \tag{7}
\end{equation*}
$$

The coherent part of the dynamics is generated by the free system's Hamiltonian $H_{0}=\sum_{n} \varepsilon_{n} P_{n}$ with eigenvalues $\varepsilon_{n}$, forming the $\operatorname{spectrum} \operatorname{spec}\left(H_{0}\right)$, and the corresponding projectors $P_{n}$, the effective Hamiltonian $H_{\text {eff }}$ resulting from the interaction between the system and the incoherent radiation, dipole moment $\mu$, and electromagnetic field $E_{c}(t)$.

The GKSL generator $\mathcal{L}=\mathcal{L}_{\text {Rad }}$ induced by the incoherent radiation with distribution function $n_{\mathbf{k}}(t)$ has the form (e.g., see Ref. 31)

$$
\begin{equation*}
\mathcal{L}_{\operatorname{Rad}}\left[n_{\mathbf{k}}(t)\right] \rho=\sum_{\omega \in \Omega}\left[\gamma_{\omega}^{+}(t)+\gamma_{-\omega}^{-}(t)\right]\left(2 \mu_{\omega} \rho \mu_{\omega}^{\dagger}-\mu_{\omega}^{\dagger} \mu_{\omega} \rho-\rho \mu_{\omega}^{\dagger} \mu_{\omega}\right) \tag{8}
\end{equation*}
$$

Here the sum is taken over the set of all system transition frequencies $\Omega=$ $\left\{\varepsilon_{n}-\varepsilon_{m} \mid \varepsilon_{n}, \varepsilon_{m} \in \operatorname{spec}\left(H_{0}\right)\right\}, \mu_{\omega}=\sum_{\varepsilon_{n}-\varepsilon_{m}=\omega} P_{m} \mu P_{n}$, and the coefficients

$$
\gamma_{\omega}^{ \pm}(t)=\pi \int d \mathbf{k} \delta(|\mathbf{k}|-\omega)\left|g_{\mathbf{k}}\right|^{2}\left[n_{\mathbf{k}}(t)+(1 \pm 1) / 2\right]
$$

determine the transition rates between energy levels with transition frequency $\omega$. The transition rates depend on the photon density $n_{\mathbf{k}}(t)$. The form-factor $g_{\mathbf{k}}$ determines the coupling of the system to the $\mathbf{k}$-th mode of the radiation. Equation (7) together with the explicit structure (8) of the GKSL generator provides the theoretical formulation for analysis of control by incoherent radiation.

The numerical simulations illustrating the capabilities of learning control by incoherent radiation to prepare prespecified mixed states from a
pure state is available ${ }^{19}$ along with a theoretical analysis of the set of stationary states for the generator $\mathcal{L}_{\text {Rad }}$ for some models. ${ }^{21}$ Incoherent control by radiation can extend the capabilities of coherent control by exciting transitions between the system's energy levels for which laser sources are either unavailable at the present time or very expensive compared with the corresponding sources of incoherent radiation. Ref. 22 provides a simple experimental realization of the combined coherent (by a laser) and incoherent (by incoherent radiation emitted by a gas-discharge lamp) control of certain excitations in Kr atoms.

### 2.2. Incoherent control by a gaseous medium

This section considers incoherent control of quantum systems through collisions with particles of a surrounding medium (e.g., a gas or solvent of electrons, atoms or molecules, etc.). This case also includes coherent control of chemical reactions in solvents if the coherent field addresses not only the controlled system but the solvent as well. The particles of the medium in this treatment serve as the control and the explicit characteristic of the medium exploited to minimize the performance index is in general a time dependent distribution of the medium particles over their momenta $\mathbf{k}$ and internal energy levels $\alpha \in A$. This distribution is formally described by a non-negative function $n: \mathbb{R}^{3} \times A \times \mathbb{R} \rightarrow \mathbb{R}_{+}$, whose value $n_{\mathbf{k}, \alpha}(t)$ (where $\mathbf{k} \in \mathbb{R}^{3}, \alpha \in A$, and $t \in \mathbb{R}_{+}$) has the physical meaning of the density at time $t$ of particles of the surrounding medium with momentum $\mathbf{k}$ and in internal energy level $\alpha$. In this scheme one prepares a suitable, in general non-equilibrium, distribution of the particles in the medium such that the medium drives the system evolution through collisions in a desired way.

It may be difficult to practically create a desired non-equilibrium distribution of medium particles over their momenta. In contrast, a nonequilibrium distribution in the internal energy levels can be relatively easily created, e.g., by lasers capable of exciting the internal levels of the medium particles or through an electric discharge. Then the medium particles can affect the controlled system through collisions and this influence will typically depend on their distribution. A well known example of such control is the preparation of population inversion in a $\mathrm{He}-\mathrm{Ne}$ gas-discharge laser. In this system an electric discharge passes through the $\mathrm{He}-\mathrm{Ne}$ gas and brings the He atoms into a non-equilibrium state of their internal degrees of freedom. Then $\mathrm{He}-\mathrm{Ne}$ collisions transfer the energy of the non-equilibrium state of the He atoms into the high energy levels of the Ne atoms. This process creates a population inversion in the Ne atoms and subsequent lasing. A
steady electric discharge can be used to keep the gas of helium atoms in a non-equilibrium state to produce a CW He-Ne laser. This process can serve as an example of incoherent control through collisions by considering the gas of He atoms as the control environment (medium) and the Ne atoms as the system which we want to steer to a desired (excited) state.

Quantum systems controlled through collisions with gas or medium particles in certain regimes can be described by master equations with GKSL generators whose explicit structure is different from the generator $\mathcal{L}_{\text {Rad }}$ describing control by incoherent radiation. If the medium is sufficiently dilute, such that the probability of simultaneous interaction of the control system with two or more particles of the medium is negligible, then the reduced dynamics of the system will be Markovian ${ }^{32,33}$ and will be determined by two body scattering events between the system and one particle of the medium. Below we provide a formulation for control of quantum systems by a dilute medium, although the assumption of diluteness is not a restriction for ICE, and dense mediums might be used for control as well.

The master equation for a system interacting with coherent fields $u_{l}(t)$ and with a dilute medium of particles with mass $m$ has the form (2) with the generator $\mathcal{L}\left[n_{\mathbf{k}, \alpha}(t)\right]=\mathcal{L}_{\text {Medium }}\left[n_{\mathbf{k}, \alpha}(t)\right]$ specified by the distribution function of the medium $n_{\mathbf{k}, \alpha}(t)$ and by the $T$-operator (transition matrix) for the scattering of the system and a medium particle. Below we assume that the particles of the medium are characterized only by their momenta and do not have internal degrees of freedom; otherwise, the state of one particle of the medium should have the form $|\mathbf{k}, \alpha\rangle$, where $\alpha$ specifies the internal degrees of freedom. A transition matrix element is $T_{n, n^{\prime}}\left(\mathbf{k}, \mathbf{k}^{\prime}\right)=\langle n, \mathbf{k}| T\left|n^{\prime}, \mathbf{k}^{\prime}\right\rangle$, where $|n, \mathbf{k}\rangle \equiv|n\rangle|\mathbf{k}\rangle$ denotes the product state of the system discrete eigenstate $|n\rangle$ (an eigenstate of the system's free Hamiltonian $H_{0}$ with eigenvalue $\varepsilon_{n}$ ) and a translational state of the system and a medium particle with relative momentum $\mathbf{k}$. If the system is fixed in space (we consider this case below corresponding to the system particle being much more massive than the particles of the surrounding medium) then $|\mathbf{k}\rangle$ is a translation state of a medium particle. The general case of relative system medium particle motion can be considered as well using suitable master equations. We will use the notation $T_{\omega}\left(\mathbf{k}, \mathbf{k}^{\prime}\right):=\sum_{m, n: \varepsilon_{m}-\varepsilon_{n}=\omega} T_{m, n}\left(\mathbf{k}, \mathbf{k}^{\prime}\right)|m\rangle\langle n|$. The density of particles of the medium at momentum $\mathbf{k}$ is denoted as $n_{\mathbf{k}}(t)$, and the set of all transition frequencies $\omega$ of the system among the energy levels of $H_{0}$
is denoted as $\Omega$. In this notation the GKSL generator is

$$
\begin{align*}
& \mathcal{L}_{\text {Medium }}\left[n_{\mathbf{k}}(t)\right] \rho=2 \pi \sum_{\omega \in \Omega} \int d \mathbf{k} n_{\mathbf{k}}(t) \int d \mathbf{k}^{\prime} \delta\left(\frac{\left|\mathbf{k}^{\prime}\right|^{2}}{2 m}-\frac{|\mathbf{k}|^{2}}{2 m}+\omega\right) \\
& \times {\left[T_{\omega}\left(\mathbf{k}^{\prime}, \mathbf{k}\right) \rho T_{\omega}^{\dagger}\left(\mathbf{k}^{\prime}, \mathbf{k}\right)-\frac{1}{2}\left\{T_{\omega}^{\dagger}\left(\mathbf{k}^{\prime}, \mathbf{k}\right) T_{\omega}\left(\mathbf{k}^{\prime}, \mathbf{k}\right), \rho\right\}\right] } \tag{9}
\end{align*}
$$

where $\{\cdot, \cdot\}$ denotes the anti-commutator. If the medium is at equilibrium with inverse temperature $\beta$, then the density has the stationary Boltzmann form $n_{\mathbf{k}}(t) \equiv n_{\mathbf{k}}=C(\beta, n) \exp \left(-\beta|\mathbf{k}|^{2} / 2 m\right)$. Here the normalization constant $C(\beta, n)$ is determined by the condition $\int d \mathbf{k} n_{\mathbf{k}}=n$, where $n$ is the total density of the medium. The structure of Eq. (9) has been discussed previously for equilibrium media ${ }^{32,33}$ and for non-equilibrium stationary media. ${ }^{34}$ Non-equilibrium media may be characterized by generally time dependent distributions. Equation (2) with $\mathcal{L}\left[n_{\mathbf{k}}(t)\right] \equiv \mathcal{L}_{\text {Medium }}\left[n_{\mathbf{k}}(t)\right]$ provides the general formulation for theoretical analysis of control by a coherent field $u_{l}(t)$ and by a non-equilibrium medium with density $n_{\mathbf{k}}(t)$.

As a simple illustration of such incoherent control, Fig. 1 reproduces the numerical results from Ref. 19 for optimally controlled transfer of a pure initial state of a four-level system into three different mixed target states [i.e., the objective function (5) is chosen]. The control is modelled by collisions with a medium prepared in a static non-equilibrium distribution $n_{|\mathbf{k}|}$ whose form is optimized by learning control using a genetic algorithm (GA) $)^{35}$ based on the mutation and crossover operations. Since the initial and target states have different spectra, they can not be connected by a unitary evolution induced by coherent control. However, Fig. 1 shows that ICE through collisions can work perfectly for such situations.

## 3. Kinematic description of incoherent control

Physically admissible evolutions of an $n$-level quantum system can be represented by CP, trace preserving maps (Kraus maps). ${ }^{36}$ A map $\Phi: \mathcal{M}_{n} \rightarrow$ $\mathcal{M}_{n}$ is positive if for any $\rho \in \mathcal{M}_{n}$ such that $\rho \geq 0: \Phi(\rho) \geq 0$. A linear map $\Phi: \mathcal{M}_{n} \rightarrow \mathcal{M}_{n}$ is CP if for any $l \in \mathbb{N}$ the map $\Phi \otimes \mathbb{I}_{l}: \mathcal{M}_{n} \otimes \mathcal{M}_{l} \rightarrow \mathcal{M}_{n} \otimes \mathcal{M}_{l}$ is positive (here $\mathbb{I}_{l}$ denotes the identity map in $\mathcal{M}_{l}$ ). A CP map $\Phi$ is called trace preserving if for any $\rho \in \mathcal{M}_{n}: \operatorname{Tr} \Phi(\rho)=\operatorname{Tr} \rho$. The conditions of trace preservation and positivity for physically admissible evolutions are necessary to guarantee that $\Phi$ maps states into states. The condition of complete positivity has the following meaning. Consider the elements of $\mathcal{M}_{l}$ as operators of some $l$-level ancilla system which does not evolve, i.e., its evolution is represented by the identity mapping $\mathbb{I}_{l}$. Suppose that the $n$-level system


Fig. 1. (From Ref. 19. Copyright (2006) by the American Physical Society.) Results of ICE simulations with a surrounding non-equilibrium medium as the control for target states (a) $\rho_{\text {target }}=\operatorname{diag}(0.3 ; 0.3 ; 0.2 ; 0.2)$, (b) $\rho_{\text {target }}=\operatorname{diag}(0.3 ; 0.2 ; 0.3 ; 0.2)$, and (c) $\rho_{\text {target }}=\operatorname{diag}(0.4 ; 0.1 ; 0.4 ; 0.1)$. Each case shows: the objective function vs GA generation, the optimal distribution vs momentum, and the evolution of the diagonal elements of the density matrix for the optimal distribution. In the plots for the objective function the upper curve is the average value for the objective function and the lower one is the best value in each generation.
does not interact with the ancilla. Then the combined evolution of the total system will be represented by the map $\Phi \otimes \mathbb{I}_{l}$ and the condition of complete positivity requires that for any $l$ this map should transform all states of the combined system into states, i.e. to be positive.

Any CP, trace preserving map $\Phi$ can be expressed using the Kraus operator-sum representation as

$$
\Phi(\rho)=\sum_{i=1}^{\lambda} K_{i} \rho K_{i}^{\dagger}
$$

where $K_{i} \in \mathbb{C}^{n \times n}$ are the Kraus operators subject to the constraint $\sum_{i=1}^{\lambda} K_{i}^{\dagger} K_{i}=\mathbb{I}_{n}$ to guarantee trace preservation. This constraint determines a complex Stiefel manifold $V_{n}\left(\mathbb{C}^{\lambda n}\right)$ whose points are $n \times(\lambda n)$ ma-
trices $V=\left(K_{1} ; K_{2} ; \ldots ; K_{\lambda}\right)$ (i.e., each $V$ is a column matrix of $\left.K_{1}, \ldots K_{\lambda}\right)$ satisfying the orthogonality condition $V^{\dagger} V=\mathbb{I}_{n}$.

The explicit evolution $P_{t}\left\{\left(u_{l}\right), n_{\mathbf{k}, \alpha}\right\}$ in (3) is unlikely to be known for realistic systems. However, since this evolution is always a CP, trace preserving map, it can be represented in the Kraus form

$$
\begin{aligned}
P_{t}\left\{\left(u_{l}\right), n_{\mathbf{k}, \alpha}\right\} \rho= & \sum_{i=1}^{\lambda} K_{i}\left(t,\left(u_{l}\right), n_{\mathbf{k}, \alpha}\right) \rho K_{i}^{\dagger}\left(t,\left(u_{l}\right), n_{\mathbf{k}, \alpha}\right), \\
\text { where } & \left.\sum_{i=1}^{\lambda} K_{i}^{\dagger}\left(t,\left(u_{l}\right), n_{\mathbf{k}, \alpha}\right) K_{i}\left(t,\left(u_{l}\right), n_{\mathbf{k}, \alpha}\right\}\right)=\mathbb{I}_{n}
\end{aligned}
$$

Assume that any Kraus map can be generated in this way using the available coherent and incoherent controls $\left\{u_{l}(t)\right\}$ and $n_{\mathbf{k}, \alpha}(t)$. Then effectively the Kraus operators can be considered as the controls [instead of $\left\{u_{l}(t)\right\}$ and $n_{\mathbf{k}, \alpha}(t)$ ] which can be optimized to drive the evolution of the system in a desired direction. This picture is called the kinematic picture in contrast with the dynamical picture of Sec. 2. In the next two subsections we briefly outline the controllability and landscape properties in the kinematic picture.

### 3.1. Controllability

Any classical or quantum system at a given time is completely characterized by its state. The related notion of state controllability refers to the ability to steer the system from any initial state to any final state, either at a given time or asymptotically as time goes to infinity, and the important problem in control analysis is to establish the degree of state controllability for a given control system. Assuming for some finite-level system that the set of admissible dynamical controls generates arbitrary Kraus type evolution, the following theorem implies then that the system is completely state controllable.

Theorem 3.1. For any state $\rho_{\mathrm{f}} \in \mathcal{D}_{n}$ of an $n$-level quantum system there exists a Kraus map $\Phi_{\rho_{\mathrm{f}}}$ such that $\Phi_{\rho_{\mathrm{f}}}(\rho)=\rho_{\mathrm{f}}$ for all states $\rho \in \mathcal{D}_{n}$.

Proof. Consider the spectral decomposition of the final state $\rho_{\mathrm{f}}=$ $\sum_{i=1}^{n} p_{i}\left|\phi_{i}\right\rangle\left\langle\phi_{i}\right|$, where $p_{i}$ is the probability to find the system in the state $\left|\phi_{i}\right\rangle\left(p_{i} \geq 0\right.$ and $\left.\sum_{i=1}^{n} p_{i}=1\right)$. Choose an arbitrary orthonormal basis $\left\{\left|\chi_{j}\right\rangle\right\}$ in the system Hilbert space and define the operators

$$
K_{i j}=\sqrt{p_{i}}\left|\phi_{i}\right\rangle\left\langle\chi_{j}\right|, \quad i, j=1, \ldots, n .
$$

The operators $K_{i j}$ satisfy the normalization condition $\sum_{i, j=1}^{n} K_{i j}^{\dagger} K_{i j}=\mathbb{I}_{n}$ and thus determine the Kraus map $\Phi_{\rho_{\mathrm{f}}}(\rho)=\sum_{i, j=1}^{n} K_{i j} \rho K_{i j}^{\dagger}$. The map $\Phi_{\rho_{\mathrm{f}}}$ acts on any state $\rho \in \mathcal{D}_{n}$ as

$$
\Phi_{\rho_{\mathrm{f}}}(\rho)=\sum_{i, j=1}^{n} p_{i}\left|\phi_{i}\right\rangle\left\langle\chi_{j}\right| \rho\left|\chi_{j}\right\rangle\left\langle\phi_{i}\right|=(\operatorname{Tr} \rho) \sum_{i=1}^{n} p_{i}\left|\phi_{i}\right\rangle\left\langle\phi_{i}\right|=\rho_{\mathrm{f}}
$$

and thus satisfies the condition of the Theorem.

The potential importance of this result is that it shows that there may exist a single incoherent evolution which is capable for transferring all initial states into a given target state, and moreover, the target state can be an arbitrary pure or a mixed state. ${ }^{30}$ Thus this theorem shows that non-unitary evolution can break the two general limitations for coherent unitary control described in the second paragraph in the Introduction.

### 3.2. Control landscape structure

In the kinematic description, under the assumption that any Kraus map can be generated, the objective functional becomes a function on the Stiefel manifold $V_{n}\left(\mathbb{C}^{\lambda n}\right)$. In practice, various gradient methods may be used to minimize such an objective function. If the objective function has a local minimum then gradient based optimization methods can be trapped in this minimum and will not provide a true solution to the problem. For such an objective function, if the algorithm stops in some minimum one can not be sure that this minimum is global and therefore this solution may be not satisfactory. This difficulty does not exist if a priori information about absence of local minima for the objective function is available as provided by the following theorem for a general class of objective functions of the form $J_{1}\left[K_{1}, \ldots, K_{\lambda}\right]=\operatorname{Tr}\left[\left(\sum_{i=1}^{\lambda} K_{i} \rho K_{i}^{\dagger}\right) O\right]$ in the kinematic picture.

Theorem 3.2. For any $n \in \mathbb{N}, \rho \in \mathcal{D}_{n}$, and for any Hermitian $O \in \mathcal{M}_{n}$ the objective function $J_{1}\left[K_{1}, \ldots, K_{\lambda}\right]=\operatorname{Tr}\left[\left(\sum_{i=1}^{\lambda} K_{i} \rho K_{i}^{\dagger}\right) O\right]$ on the Stiefel manifold $V_{n}\left(\mathbb{C}^{\lambda n}\right)$ does not have local minima or maxima; it has global minimum manifold, global maximum manifold, and possibly saddles whose number and the explicit structure depend on the degeneracies of $\rho$ and $O$.

The case $n=2$ has been considered in detail in Ref. 37, where the global minimum, maximum, and saddle manifolds are explicitly described for each type of initial state $\rho$. In particular, it is found that the objective function $J_{1}$ for a non-degenerate target operator $O$ and for a pure $\rho$ (i.e., such that
$\rho^{2}=\rho$ ) does not have saddle manifolds; for the completely mixed initial state $\rho=\frac{1}{2} \mathbb{I}, J_{1}$ has one saddle manifold with the value of the objective function $J_{\text {saddle }}=1 / 2$; and for any partially mixed initial state $J_{1}$ has two saddle manifolds corresponding to the values of the objective function $J_{\text {saddle }}^{ \pm}=(1 \pm\|\mathbf{w}\|) / 2$, where $\mathbf{w}=\operatorname{Tr}[\rho \boldsymbol{\sigma}]$ and $\boldsymbol{\sigma}=\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)$ is the vector of Pauli matrices (the vector $\mathbf{w}$ is in the unit ball, $\|\mathbf{w}\| \leq \mathbf{1}$ and this vector characterizes the initial state as $\left.\rho=\frac{1}{2}\left[\mathbb{I}_{2}+\langle\mathbf{w}, \boldsymbol{\sigma}\rangle\right]\right)$. The case of arbitrary $n$ is considered in Ref. 38.

## 4. Conclusions

This paper outlines recent results for incoherent control of quantum systems through their interaction with an environment. A general formulation for incoherent control through GKSL dynamics is given, followed by examples of incoherent radiation and a gaseous medium serving as the incoherent control environments. The relevant known results on controllability of open quantum systems subject to arbitrary Kraus type dynamics, as well as properties of the corresponding control landscapes, are also discussed.
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#### Abstract

An indirect measurement scheme is used in this paper, which allows us to to optimally select the elements of the measurement protocol according to a predefined weighting between the variance of the estimated state parameters and the ratio of the non-demolished copies of the system.


## 1. Introduction

The state estimation of quantum systems from measurement data is fundamental both in quantum information theory ${ }^{1,2}$ and quantum control ${ }^{3}$. Although this problem may be traced back to the seventies ${ }^{4}$, the interest in a thorough mathematical analysis of the quantum state estimation procedures has been flourishing recently ${ }^{5-8}$.

Determining the state of a quantum mechanical system using projective measurement may be difficult because of two facts: first of all, it is not possible to obtain full information from a single measurement, on the other hand, the second measurement of the same state is not possible because of the destructive nature of the measurement. More precisely, it has been shown that it is impossible to determine the wave function of a single quantum system by using any measuring scheme and protocol including repeated measurements ${ }^{9}$.

Therefore, the usual method of quantum tomography is to prepare many

[^2]systems in the same state, measure them with projective measurements subsequently ${ }^{10}$, and does not use the already measured copies for further investigations. In certain physical representations, for example in quantum optics, this is possible to implement, but in many other cases it is not possible to set up several systems in identical states.

A possible way to circumvent the above obstruction is to use an indirect measurement scheme, where the 'unknown' quantum system is coupled with a 'measurement' (also called 'probe' or 'ancilla') system and the measurements are only applied on the measurement system ${ }^{11}$. In the literature this method is often termed weak measurement ${ }^{12,13}$, however, most of these papers use a continuous-time approach to weak measurements.

A large number of the papers apply some kind of feedback either to drive the system into a desired state or to compensate for the 'measurement backaction'. An application of weak measurements in bipartite state purification can be seen in ${ }^{14}$, where the authors also use continuous time dynamics. Korotkov and Jordan ${ }^{15}$ have shown that "it is possible to fully restore any unknown, pre-measured state, though with probability less than unity."

The aim of this paper is to explore the structure and find a good parametrization of a discrete-time indirect measurement scheme and strategy in the case when both the unknown and the measuring systems are quantum bits. A further aim is to use the measurement scheme as a basis for quantum tomography.

## 2. Basic notions

Some basic notations regarding the representation of quantum states used in the sequel are presented in this section.

### 2.1. Bloch representation

Throughout the paper the Bloch-vector representation of the states of quantum bits is used, i.e.

$$
\rho=\frac{1}{2}\left[\begin{array}{cc}
1+\theta_{3} & \theta_{1}-i \theta_{2}  \tag{1}\\
\theta_{1}+i \theta_{2} & 1-\theta_{3}
\end{array}\right]=\frac{1}{2}\left(\sigma_{0}+\theta_{1} \sigma_{1}+\theta_{2} \sigma_{2}+\theta_{3} \sigma_{3}\right)
$$

where $\sigma_{i}$ stands for the Pauli-matrices, $i=1,2,3$, and $\theta$ is the Blochvector. This way, the states of a quantum bit can be described with three dimensional real vectors with maximal length 1 , i.e. $\theta \in \mathbb{R}^{3}, \quad\|\theta\| \leq 1$. Thus, the state space of the system is the unit ball in $\mathbb{R}^{3}$.

### 2.2. Dynamics of a single qubit

The Schrödinger picture is used here in discrete time that associates a unitary $U$ to the time-evolution of the system such that

$$
\begin{equation*}
\rho(k)=U \rho(k-1) U^{*} \tag{2}
\end{equation*}
$$

where $\rho(k)$ is the density matrix of the system at the time instance $k$, and

$$
\begin{equation*}
U=\exp \left(-i h H\left(u_{x}, u_{y}, u_{z}\right)\right) \tag{3}
\end{equation*}
$$

with $H\left(u_{x}, u_{y}, u_{z}\right)=u_{x} \sigma_{1}+u_{y} \sigma_{2}+u_{z} \sigma_{3}$ being the Hamiltonian operator of the system, $h$ is the sampling time, and $u_{x}, u_{y}$, and $u_{z}$ are the inputs.

Instead of the unitary description of the dynamics (as in Eq. (2)), we will use the so called $T$-representation of the linear mapping $\theta(k-1) \mapsto \theta(k)$ that corresponds to the original state transformation $\rho(k-1) \mapsto \rho(k)$ in (2) with a real $3 \times 3$ orthogonal matrix $T$, such that

$$
\begin{equation*}
\theta(k+1)=T\left(u_{x}, u_{y}, u_{z}\right) \theta(k), \tag{4}
\end{equation*}
$$

where the inputs $u_{x}, u_{y}$, and $u_{z}$ are in the argument of trigonometrical functions, i.e. can effect only the rotational speed of the state vector but not its length. This equation will be generalized to the case of more than one qubit in order to be the basis of the discrete time state equation of the system.

## 2.3. von Neumann measurement

The most generally used von Neumann measurement is the measurement of the Pauli operators $\sigma_{1}, \sigma_{2}$ and $\sigma_{3}$. If one considers the measurement of the observable $\sigma_{1}$, the possible outcomes are the different eigenvalues of the observable, i.e. $\pm 1$. The probabilities of the different outcomes are

$$
\begin{aligned}
& p_{+1}=\operatorname{Prob}(+1)=\operatorname{Tr} \rho E_{+1}=\frac{1}{2}\left(1+\theta_{1}\right) \\
& p_{-1}=\operatorname{Prob}(-1)=\operatorname{Tr} \rho E_{-1}=\frac{1}{2}\left(1-\theta_{1}\right)
\end{aligned}
$$

respectively, where the spectral decomposition of $\sigma_{1}$ is $\sigma_{1}=E_{+1}-E_{-1}$.
To represent the above measurement as a stochastic disturbance it is important to know what are the eigenstates of the measurement. Measuring $\sigma_{1}$, the state after measurement is

$$
\bar{\rho}=\frac{E_{ \pm 1} \rho E_{ \pm 1}}{\operatorname{Tr} E_{ \pm 1} \rho E_{ \pm 1}},
$$

depending on the actual outcome. In the Bloch vector representation, these states are

$$
\theta_{+1}=\left[\begin{array}{lll}
+1 & 0 & 0
\end{array}\right]^{T}, \theta_{-1}=\left[\begin{array}{lll}
-1 & 0 & 0
\end{array}\right]^{T} .
$$

## 3. Indirect measurement applied to qubits

In order to compute the effect of an indirect measurement for the coupled unknown-measurement qubit system, it is necessary to write up the dynamics of coupled qubit pairs in their Bloch-vector representation.

In what follows, the 'unknown' qubit is denoted by the subscript $S$ and the 'measurement' qubit or the probe system is denoted by $M$.

### 3.1. Dynamics of coupled qubit pairs

Let us denote the Bloch representation of the unknown system and the probe (measurement device) as

$$
\begin{equation*}
\rho_{S}(k)=\frac{1}{2}\left(I+\theta_{S}(k) \sigma^{S}\right), \quad \rho_{M}(k)=\frac{1}{2}\left(I+\theta_{M}(k) \sigma^{M}\right) \tag{1}
\end{equation*}
$$

where $\theta_{S}$ and $\theta_{M}$ are 3 dimensional real vectors, $\sigma^{S}$ and $\sigma^{M}$ are symbolic vectors constructed from the Pauli operators acting on the Hilbert spaces $\mathcal{H}^{S}$ and $\mathcal{H}^{M}$, with $\mathcal{H}^{S}=\mathcal{H}^{M}=\mathbb{C}^{2}$.

The state of the composite system is represented as a $4 \times 4$ density matrix $\rho_{S+M}(k)$. The state of the composite system after the interaction is given by

$$
\begin{equation*}
\rho_{S+M}(k+1)=U_{S+M} \rho_{S+M}(k) U_{S+M}^{*} \tag{2}
\end{equation*}
$$

where $U_{S+M}$ is the overall system evolution unitary. Note, that we shall use (2) with $\rho_{S+M}=\rho_{S} \otimes \rho_{M}$ in the following because of our special measurement strategy. Since we are interested in the dynamical change of the system $S$, the first reduced density matrix should only be considered:

$$
\begin{equation*}
\rho_{S}(k+1)=\operatorname{Tr}_{M} \rho_{S+M}(k+1) . \tag{3}
\end{equation*}
$$

In order to have a simple parametrization of the interaction (coupling) between the unknown and measurement qubits, the Cartan decomposition ${ }^{16,17}$ of the discrete time evolution unitary $U_{S+M}$ is used in the form

$$
\begin{equation*}
U_{S+M}=L_{1} e^{a h} L_{2} \tag{4}
\end{equation*}
$$

where $L_{1}$ and $L_{2}$ are in $S U(2) \otimes S U(2)$ and $a \in \mathbf{a}$ with

$$
\begin{equation*}
\mathbf{a}=\mathrm{i} \operatorname{span}\left\{\sigma_{1}^{S} \otimes \sigma_{1}^{M}, \sigma_{2}^{S} \otimes \sigma_{2}^{M}, \sigma_{3}^{S} \otimes \sigma_{3}^{M}\right\} \tag{5}
\end{equation*}
$$

Because both $L_{1}$ and $L_{2}$ are in a product form, they describe the product of the local dynamical effects $L_{i}^{S}$ and $L_{i}^{M}(i=1,2)$, and the interaction is parameterized by three real parameters $a_{1}, a_{2}$ and $a_{3}$.

Therefore, the dynamical equation of qubit $S$ in (3) becomes

$$
\begin{equation*}
\rho_{S}(k+1)=L_{1}^{S} \operatorname{Tr}_{M} e^{a h}\left(\tilde{\rho}_{S}(k) \otimes \tilde{\rho}_{M}(k)\right) e^{a^{*} h} L_{1}^{S *} \tag{6}
\end{equation*}
$$

where $L_{1}=L_{1}^{S} \otimes L_{1}^{M}, L_{2}=L_{2}^{S} \otimes L_{2}^{M}$ both time dependent, and $\tilde{\rho}_{S}=$ $L_{2}^{S} \rho_{S} L_{2}^{S *}, \tilde{\rho}_{M}=L_{2}^{M} \rho_{M} L_{2}^{M *}$. In order to simplify the forthcoming computations, we consider the case with no local dynamics, when $L_{i}^{S}=L_{i}^{M}=I$ ( $i=1,2$ ).

A simple example is a case when

$$
\begin{equation*}
U_{S+M}=e^{-\mathrm{i} h\left(a_{1} \sigma_{1}^{S} \otimes \sigma_{1}^{M}\right)} \tag{7}
\end{equation*}
$$

i.e. the qubits are interacting only in the $x$ direction. Computing the dynamics of the system in Bloch representation we obtain

$$
\theta_{S}(k+1)=\left[\begin{array}{ccc}
1 & 0 & 0  \tag{8}\\
0 & \cos \left(2 a_{1} h\right) & -\sin \left(2 a_{1} h\right) \theta_{M 1} \\
0 \sin \left(2 a_{1} h\right) \theta_{M 1} & \cos \left(2 a_{1} h\right)
\end{array}\right] \theta_{S}(k)=T\left(a_{1}, h, \theta_{M}\right) \theta_{S}(k)
$$

if there were no measurements performed.

### 3.2. Measurement protocol

Indirect measurement means, that the projective measurements are performed on the probe system in state $\theta_{M}$ attached to the one we are interested in $\left(\theta_{S}\right)$. In the composite system (in state $\rho_{S+M}$ ) an indirect measurement corresponds to the observables of the form $I \otimes A_{M}$, where $A_{M}$ is a self-adjoint operator on the Hilbert space of system $M$. For the sake of simplicity, it is assumed, that $A_{M}$ is a Pauli spin operator. The measurement


Fig. 1. Signal flow diagram of indirect measurement
protocol is shown in Fig. 1. At each time instant of the discrete time set, the measurement qubit is coupled to the unknown system $S$. They evolve
according to the bipartite dynamics (6) for the sampling time $h$, and at the end of the sampling interval, a von Neumann measurement is performed on the measurement qubit. At the next time instant, the previous steps are repeated.

### 3.3. Parameters of the protocol

The above setting of the indirect measurement allows us to adjust various parameters of the measurement protocol. These can be used to make an optimal compromise between the information gained from the measurement and the demolition caused by the measurement back-action.

The coupling parameters $a_{1}, a_{2}, a_{3}$ of the Cartan decomposition (4-5) determine how (in terms of strength and direction) the measurement system is coupled to the unknown one. The sampling time $h$ amplifies this effect and appears as a multiplicative factor to the coupling parameters.

The state of the measurement qubit $\left(\theta_{M}\right)$ can be different at each time instant, which allows us in the future to introduce a feedback to the measurement protocol.

It is important to note that one can make a 'no information - no demolition' situation by setting the coupling parameters to zero, and a 'maximal information - complete demolition' situation, too. Examples of such extreme cases will be given in the next section, see Remark 4.1.

## 4. A simple example for indirect measurement

A simple special case of an indirect measurement is investigated analytically here to find the effect of the protocol parameters. As we shall se later, this case can be used to selectively estimate one of the components of the unknown qubit's Bloch vector, similarly to the so-called standard measurement scheme ${ }^{18}$ for single qubits. A straightforward modification of the measurement setup leads to the estimators of the other two Bloch vector components.

### 4.1. Measurement setup

Consider the case when the qubits are interacting only in the $y$ direction for time $h$ (sampling time). Afterwards, an indirect measurement is performed, i.e. a von Neumann measurement of the observable $I \otimes \sigma_{1}$ on the composite
system

$$
e^{-\mathrm{i} h\left(a_{2} \sigma_{2}^{S} \otimes \sigma_{2}^{M}\right)} \cdot\left(\rho_{S} \otimes \rho_{M}\right) \cdot e^{-\mathrm{i} h\left(a_{2} \sigma_{2}^{S} \otimes \sigma_{2}^{M}\right)^{*}}
$$

For the sake of simplicity, choose $h$ and $a_{i}$ in such a way, that $2 a_{i} h=\frac{\pi}{2}$. For example, the above setting corresponds to the parameters

$$
h=\frac{1}{10}, \quad a_{2}=\frac{5}{2} \pi, \quad a_{1}=a_{3}=0
$$

The probabilities of the different outcomes of $I \otimes \sigma_{1}$ 's measurement are

$$
\begin{align*}
& \operatorname{Prob}(+1)=\frac{1}{2}\left(1+\theta_{S_{2}} \theta_{M_{3}}\right) \\
& \operatorname{Prob}(-1)=\frac{1}{2}\left(1-\theta_{S_{2}} \theta_{M 3}\right) \tag{1}
\end{align*}
$$

Now the probabilities depend on the both the state $\theta_{S}$ and the measurement qubit $\theta_{M}$. The states after the measurement are

$$
\theta_{S}^{+1}=\left[\begin{array}{c}
\frac{\theta_{S 3} \theta_{M 2}+\theta_{S_{1}} \theta_{M 1}}{1+\theta_{S 2} \theta_{M 3}}  \tag{2}\\
\frac{\theta_{S_{2}}+\theta_{M_{3}}}{1+\theta_{S 2} \theta_{M 3}} \\
\frac{\theta_{S_{3}} \theta_{M 1}-\theta_{S_{1}} \theta_{M 2}}{1+\theta_{S 2} \theta_{M 3}}
\end{array}\right] \quad, \quad \theta_{S}^{-1}=\left[\begin{array}{c}
\frac{\theta_{S_{3}} \theta_{M 2}-\theta_{S_{1}} \theta_{M 1}}{1-\theta_{S_{2}} \theta_{M 3}} \\
\frac{\theta_{S_{2}}-\theta_{M_{3}}}{1-\theta_{S_{2}} \theta_{M 3}} \\
\frac{-\theta_{S_{3}} \theta_{M_{1}}-\theta_{S_{1}} \theta_{M 2}}{1-\theta_{S_{2}} \theta_{M 3}}
\end{array}\right]
$$

if +1 or -1 was the result, respectively. This case is useful for state parameter estimation since the probabilities and the new states depend on both $\theta_{S}$ and $\theta_{M}$. This means that we both gain information from the measurements and retrieve information in the new states after the measurement.

### 4.2. Properties

Let us concentrate on the estimate of the second unknown state co-ordinate, i.e. we want to describe the change of $\theta_{S 2}$ (notation: $x=\theta_{S 2}$ ) during the measurements. Let us further assume that $\theta_{M 3}$ is constant (denoted by $c$ ) and $\theta_{M 1}=\theta_{M 2}=0$.

Remark 4.1. If $c=1$ then we get the standard measurement scheme:

$$
\operatorname{Prob}( \pm 1)=\frac{1}{2}\left(1+x^{ \pm}\right) \quad, \quad x^{ \pm 1}= \pm 1
$$

It is easy to see from Eq. (2) that this would be a totally invasive measurement, i.e. the information about the true state would be lost, thus we assume $|c|<1$.

Proposition 4.1. If we measure first +1 , and thereafter -1 (or vice versa), then the state of $\theta_{S 2}(=x)$ will not change.
Proof: First from $x$ it will be $x^{\prime}=\frac{x+c}{1+c x}$ then from $x^{\prime}$ it will be $x^{\prime \prime}=\frac{x^{\prime}-c}{1-c x^{\prime}}=$ $\frac{\frac{x+c}{1+c x}-c}{1-c \frac{x+c}{1+c x}}=\cdots=x$. The reverse goes similarly.
Corollary 4.1. All of the possible cases of states can be ordered in a line such a way, that after each measurement we jump in the neighboring state on the left or right side.

Proposition 4.2. If we measure first +1 , and thereafter -1 (or vice versa), then the probability of these outcomes doesn't depend on $x$.

Proof: First from $x$ it will be $x^{\prime}=\frac{x+c}{1+c x}$ with probability: $P=\frac{1}{2}(1+c x)$ then from $x^{\prime}$ it will be $x$ with probability: $Q=\frac{1}{2}\left(1-c x^{\prime}\right)=\frac{1}{2}\left(1-c \frac{x+c}{1+c x}\right)=\frac{1}{2} \frac{1-c^{2}}{1+c x}$. So the probability of this outcome is $P \cdot Q=\frac{1-c^{2}}{4}$. The reverse goes similarly.
Corollary 4.2. If two outcome sequences contain the same number of +1 and -1 measurement outcomes, then their probabilities are the same.

Let us introduce the following notations:
$p_{n} \quad$ the probability that from $n$ measurements all outcomes are +1 s
$x_{n} \quad$ the resulting state from $n$ measurement when all outcomes are +1 s
By definition $p_{0}:=1$.
Corollary 4.3. With this notation, the probability that there are $k$ times +1 and $l$ times -1 outcomes $(k>l)$ in the sequence can be computed as:

$$
\left(\frac{1-c^{2}}{4}\right)^{l} \cdot p_{k-l}
$$

The state after this sequence of outcomes will be $x_{k-l}$, and we can represent the sequence of the measurement outcomes as a Markov-process.

Proposition 4.3. $p_{k}$ is a linear function of $x$.
Proof: The proof goes by induction. Let $q_{k}:=2^{k} p_{k}$ and $x_{k}:=\frac{y_{k}}{q_{k}}$, where (we will proof) $q_{k}$ and $y_{k}$ are simple polynomials.

If $k=0$ then $q_{0}=p_{0}=1$ and $y_{0}=x$.
Next let us suppose that both $q_{k}$ and $y_{k}$ are simple polynomials, and $p_{k}$ is linear in $x$. Then

$$
p_{k+1}=p_{k} \cdot \frac{1}{2}\left(1+c x_{k}\right)=\frac{q_{k}}{2^{k}} \cdot \frac{1}{2}\left(1+c \frac{y_{k}}{q_{k}}\right)=\frac{1}{2^{k+1}} \cdot\left(q_{k}+c y_{k}\right)
$$

On the other hand $p_{k+1}=\frac{q_{k+1}}{2^{k+1}}$, so

$$
\begin{equation*}
q_{k+1}=q_{k}+c y_{k} \tag{3}
\end{equation*}
$$

Furthermore

$$
x_{k+1}=\frac{x_{k}+c}{1+c x_{k}}=\frac{\frac{y_{k}}{q_{k}}+c}{1+c \frac{y_{k}}{q_{k}}}=\frac{y_{k}+c q_{k}}{q_{k}+c y_{k}}=\frac{y_{k}+c q_{k}}{q_{k+1}}
$$

On the other hand $x_{k+1}=\frac{y_{k+1}}{q_{k+1}}$, therefore

$$
\begin{equation*}
y_{k+1}=y_{k}+c q_{k} \tag{4}
\end{equation*}
$$

Finally we conclude that $q_{k}$ and $y_{k}$ are really simple polynomials, and from the recursion we can see that both $q_{k}$ and $y_{k}$ are linear in $x$, so $p_{k}$ is linear in $x$, too.

Remark 4.2. The proof gives us a recursive calculation for $x_{k}$ and $p_{k}$, so we can build up easily a stochastic model based on the above 3 propositions, and develop a state estimation strategy.

## 5. Towards optimal quantum state estimation by indirect measurements

Let us suppose that we have $N$ identical copies of the composite quantum system (the two coupled qubits, $S$ and $M$ ). We shall use the following measurement strategy:
(1) Perform 2 subsequent measurements (a measurement pair) with a pre-specified $c=\theta_{M 3}$ and compute the maximum-likelihood (ML) estimate of $x$.
(2) Retain the systems on which the measured outcomes were +1 and -1 (in any order) for further studies, because the are not affected by the measurements, i.e. their $\theta_{S 2}=x$ is left unchanged (see Proposition 4.1).

Note that the above implies $n=2$ for the results in Subsection 4.2. Now we investigate how the selection of $c$ (the initial state of the measurement system) affects the variance of the estimate (we want it to be small), and the ratio of the unaffected system copies (we want this to be large).

Denote the number of the $(+1,+1)$ outcome by $N_{+}$, and the probability that a measurement pair results in this outcome by $p_{+}=p_{2}=\frac{1+c^{2}+2 c x}{4}$. Similarly, the number of the $(-1,-1)$ outcome is denoted by $N_{-}$, and its probability is by $p_{-}=\frac{1+c^{2}-2 c x}{4}$. Then the number of the non-effective
$((+1,-1)$ or $(-1,+1))$ outcomes is $N_{0}=N-N_{+}-N_{-}$, and its probability is $p_{0}=\frac{1-c^{2}}{2}$. Then the likelihood function of a measurement pair is the following polynomial distribution:

$$
P=\frac{N!}{N_{+}!N_{-}!N_{0}!} p_{+}^{N_{+}} p_{-}^{N_{-}} p_{0}^{N_{0}} .
$$

The maximum likelihood estimate of $x$ is obtained from this by taking the logarithm of $P$ above, and maximizing it with respect to $x$ :

$$
\begin{equation*}
\hat{x}_{M L}\left(N_{+}, N_{-}, c\right)=\frac{1+c^{2}}{2 c} \frac{N_{+}-N_{i}}{N_{+}+N_{-}} \tag{1}
\end{equation*}
$$

This estimate is well-defined if at least one of $N_{+}$or $N_{-}$is positive, that holds with probability one when number of measurements goes to infinity. On the other hand, this estimation is asymptotically unbiased.

### 5.1. The variance and the non-demolition probability

In the case of the investigated measurement setup (see section 4.1), the variance $\mathbf{V}$ of the Maximum Likelihood estimator (1) is as follows:

$$
\begin{aligned}
& \mathbf{V}(c, x)=\sum_{i=1}^{N} \operatorname{Var}\left(\left.\frac{1+c^{2}}{2 c} \frac{N_{+}-N_{-}}{N_{+}+N_{-}} \right\rvert\, N_{+}+N_{-}=i\right) \cdot P\left(N_{+}+N_{-}=i\right)= \\
& \quad=\sum_{i=1}^{N}\left(\frac{1+c^{2}}{2 c}\right)^{2} \frac{1}{i^{2}} \operatorname{Var}\left(N_{+}-N_{-} \mid N_{+}+N_{-}=i\right) \cdot P\left(N_{+}+N_{-}=i\right)
\end{aligned}
$$

where $\operatorname{Var}($.$) denotes the variance of a random variable.$
Let $X_{j}$ be a random variable that takes the value +1 if the outcome of the measurement pair is $(+1,+1)$, and -1 when the outcome is $(+1,+1)$. Then $X_{j}=1$ with probability $\frac{p_{+}}{p_{+}+p_{-}}$, and $X_{j}=-1$ with probability $\frac{p_{-}}{p_{+}+p_{-}}$. These are the conditional properties of being $+1,+1$ and $-1,-1$, if we know that the two outcome is the same. Then

$$
\operatorname{Var}\left(N_{+}-N_{-} \mid N_{+}+N_{-}=i\right)=\operatorname{Var}\left(\sum_{j=1}^{i} X_{j}\right)=i \cdot \operatorname{Var}\left(X_{1}\right)
$$

From simple calculation we obtain:

$$
\operatorname{Var}\left(X_{1}\right)=1-\left(\frac{p_{+}-p_{-}}{p_{+}+p_{-}}\right)^{2}=1-\left(\frac{2 c x}{1+c^{2}}\right)^{2}
$$

Therefore, the variance of the Maximum Likelihood estimator is:

$$
\begin{gathered}
\mathbf{V}(c, x)=\left(\frac{1+c^{2}}{2 c}\right)^{2}\left[1-\left(\frac{2 c x}{1+c^{2}}\right)^{2}\right] \sum_{i=1}^{N} \frac{1}{i} \cdot P\left(N_{+}+N_{-}=i\right) \\
\sum_{i=1}^{N} \frac{1}{i} \cdot P\left(N_{+}+N_{-}=i\right)=\mathbb{E}\left(\frac{1}{N_{+}+N_{-}}\right) \approx \frac{1}{N\left(p_{+}+p_{-}\right)}
\end{gathered}
$$

where $\mathbb{E}$ denotes the mean value, and $\approx$ stands for asymptotic equality. Thus we obtain

$$
\mathbf{V}(c, x) \approx \frac{1}{N} \frac{(c+1 / c)^{2}-4 x^{2}}{2\left(1+c^{2}\right)}
$$

The other important aim would be to minimize the disturbed system instances, i.e. the cases when the outcomes were $(+1,+1)$, or $(-1,-1)$. The probability of having such outcomes is

$$
p(c, x)=\left(1+c^{2}\right) / 2
$$

### 5.2. Optimal measurement strategy

If one wants to have a compromising strategy, then a possible way is to minimize the expression

$$
\Psi(c, x)=A \cdot \mathbf{V}(c, x)+(1-A) \cdot p(c, x),
$$

where $A \in \mathbb{R}^{+}$is a normalized parameter $(1 \geq A \geq 0)$ which determines our trade-off strategy. If $A \approx 1$, then the aim is accuracy, while in the case of $A \approx 0$ we aim at minimal demolition. Figure 2 shows the substantial part of the loss function $\Psi(c, x)$ over the domain $(1-\leq x \leq 1), 0.2 \leq c \leq 1)$. Note that the function is symmetric to the $c=0$ line, but it is indefinite at $c-0$. It is seen that there is a definitely optimal value $c \approx 0.6$ for the initial state of the measurement qubit in case $A=0.1$ that is the same for every $x$. In the case of $A=0.9$, however, the minimum is taken at $c=1$, i.e. at the complete demolition situation.

It is worth noting that the theoretical (analytical) analysis of $\Psi(c, x)$ is also possible but it requires the determination of the roots of a $4^{\text {th }}$ order polynomial. This is a computationally hard problem in a parametric case, this motivated us to use the simple numerical analysis above.


Fig. 2. The optimal measurement qubit state for different $A$ values: more information ( $A=0.9$, left) versus more non-demolished system ( $A=0.1$, right)

## 6. Conclusions and Future work

An indirect measurement scheme is used in the paper which allows us to optimally select the elements of the measurement protocol according to a pre-defined weighting between the variance of the estimated state parameters and the ratio of the non-demolished copies of the system.
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# POSITIVITY OF FREE CONVOLUTION SEMIGROUPS 
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#### Abstract

We show that the continuous convolution semigroups of states on dual groups (in the sense of D. Voiculescu) are precisely the convolution exponentials of conditionally positive linear functionals.


Keywords: free probability, freeness, Lévy processes, quantum stochastic processes

## 1. Introduction

A Lévy process on a (topological) group $G$ is a stochastic process $X_{t}: E \rightarrow$ $G$ taking values in $G$ defined on some probability space $E$ with independent, stationary increments $X_{s}^{-1} X_{t}, s \leq t$, and such that the process starts at the unit element $e$ of $G$ and $X_{t}$ converges to $e$ weakly for $t \rightarrow 0+$. The distributions of $X_{t}$ form a convolution semigroup of probability measures on $G$ which determines the process up to stochastic equivalence. When $G$ is a Lie group the formula of Hunt for the generator of this convolution semigroup gives a description of Lévy processes on $G$. The 'dual' picture of this is obtained by replacing the group $G$ and the probability space $E$ by appropriate commutative ${ }^{*}$-algebras of functions on $G$ and $E$ respectively. The probability measure on $E$ is replaced by a state on the *-algebra of functions on $E$. In a non-commutative or quantum version of Lévy processes groups are replaced by Hopf algebras and the notion of independence is the 'tensor' independence; cf. ${ }^{7}$ It is also possible to consider free Lévy processes; cf. ${ }^{2,3}$ Then tensor independence is replaced by free independence (also called freeness) in the sense of Voiculescu. ${ }^{9} \mathrm{In}^{2}$ Hopf algebras are replaced by Voiculecu's dual groups (which can be formally thought of as Hopf *-algebras on which the usual tensor product is replaced by the free product). Again Lévy processes on dual groups are determined by their 1dimensional distributions which form a free convolution semigroup of states
on the underlying dual group $\mathcal{B}$. This convolution semigroup is a convolution exponential of its generator which is a conditionally positive, hermitian linear functional on $\mathcal{B}$ vanishing at the unit element 1 of $\mathcal{B}$. Conversely, in this paper we prove that the convolution exponential of such a linear functional always is a convolution semigroup of states. This establishes, in the dual group case, Schoenberg's correspondence between conditionally positive, hermitian linear functionals on a dual group and convolution semigroups of states on it; cf. ${ }^{7}$ for the bialgebra case. By an inductive limit construction which can be done in complete analogy to the construction in ${ }^{7}$ Corollary 1.9.7 in the tensor case, each convolution semigroup of states on $\mathcal{B}$ gives rise to a free Lévy process on $\mathcal{B}$. This means that our result gives a complete description of the free Lévy processes on a dual group up to (quantum) stochastic equivalence. In a forthcoming paper we will show how to construct a free Lévy process on a full Fock space from its generator; cf. ${ }^{8}$ for the tensor case.
The idea of the proof of Schoenberg's correspondence for dual groups given in this paper is to construct first the Gelfand-Naimark-Segal representations of the convolution semigroup which then automatically yields its positivity. The GNS-representation is given on a full Fock space by approximating it by a sequence of convolutions of full Fock space creation, anihilation and preservation operators where this approximation is only to be understood in terms of distributions. What is actually approximated are the states of the convolution semigroup by taking the vacuum expectations of the approximating sequence of operators on full Fock space. In more detail, first a basic lemma (Prop. 3.2) on convolution semigroups on a coalgebra is stated $^{8}$ which says that the convolution exponential of a linear functional $\gamma$ on the coalgebra is the limit of the $n$th convolution powers of $\delta+\frac{\gamma}{n}+R_{n}$ where $\delta$ denotes the counit and where $R_{n}$ is dominated by a constant times $\frac{1}{n^{2}}$. Using the reduction to bialgebras arguments of, ${ }^{2}$ this lemma is lifted to the case of convolution semigroups on dual groups (Prop. 3.3). Starting from a generator $\psi$, the GNS construction for $\psi$, analoguous to the bialgebra case, gives an inner product space and an 'additive Lévy process' on the full Fock space over this inner product space. For an interval $[0, t]$ and the sequence of equidistant partitions of $[0, t]$, a sequence of convolutions of increments of the additive Lévy process associated with the partitions, by the above mentioned lemma, converges to the convolution semigroup in the vacuum state (see Prop. 3.4). This is an approximation of the convolution semigroup by states, and thus proves the positivity of the convolution semigroup.

## 2. Preliminaries and statement of the results

All vector spaces are over the complex field $\mathbb{C}$. An algebra is a (complex) associative algebra. An algebra is called unital if it has a unit element 1. For two algebras $\mathcal{A}_{1 / 2}$ we define their free product $\mathcal{A}_{1} \sqcup \mathcal{A}_{2}$ by the following universal property. There are algebra embeddings $\iota_{1 / 2}: \mathcal{A}_{1 / 2} \rightarrow \mathcal{A}_{1} \sqcup \mathcal{A}_{2}$ such that the following holds. For each algebra $\mathcal{C}$ and each pair of algebra homomorphisms $j_{1 / 2}: \mathcal{A}_{1 / 2} \rightarrow \mathcal{C}$ there is a unique algebra homomorphism $j_{1} \sqcup j_{2}: \mathcal{A}_{1} \sqcup \mathcal{A}_{2} \rightarrow \mathcal{C}$ with $j_{1 / 2}=\left(j_{1} \sqcup j_{2}\right) \circ \iota_{1 / 2}$. By this universal property the triplet $\left(\mathcal{A}_{1} \sqcup \mathcal{A}_{2}, \iota_{1}, \iota_{2}\right)$ is uniquely determined up to isomorphisms. A realization of the free product of algbebras is obtained as follows. Denote by $\mathbb{A}$ the set of all alternating finite sequences of 1 and 2 , i.e.

$$
\mathbb{A}=\left\{\left(\epsilon_{1}, \ldots, \epsilon_{n}\right) \mid n \in \mathbb{N}, \epsilon_{i}=1,2, \epsilon_{i} \neq \epsilon_{i+1}\right\}
$$

As a vector space $\mathcal{A}_{1} \sqcup \mathcal{A}_{2}$ is equal to the vector space direct sum $\bigoplus_{\epsilon \in \mathbb{A}} \mathcal{A}_{\epsilon}$ with $\mathcal{A}_{\epsilon}=\mathcal{A}_{\epsilon_{1}} \otimes \cdots \otimes \mathcal{A}_{\epsilon_{n}}$ for $\epsilon=\left(\epsilon_{1} \ldots, \epsilon_{n}\right) \in \mathbb{A}$. The embeddings $\iota_{1 / 2}$ are given by identification of $\mathcal{A}_{1 / 2}$ and $\mathcal{A}_{(1 / 2)}$. The multiplication in $\mathcal{A}_{1} \sqcup \mathcal{A}_{2}$ is given by

$$
\left(a_{1} \otimes \cdots \otimes a_{n}\right)\left(b_{1} \otimes \cdots \otimes b_{m}\right)= \begin{cases}a_{1} \otimes \cdots \otimes a_{n} \otimes b_{1} \otimes \cdots \otimes b_{m} & \text { if } \epsilon_{n} \neq \delta_{1} \\ a_{1} \otimes \cdots \otimes a_{n} b_{1} \otimes \cdots \otimes b_{m} & \text { if } \epsilon_{n}=\delta_{1}\end{cases}
$$

for $a_{1} \otimes \cdots \otimes a_{n} \in \mathcal{A}_{\epsilon}$ and $b_{1} \otimes \cdots \otimes b_{m} \in \mathcal{A}_{\delta}$, and we have

$$
\left(j_{1} \sqcup j_{2}\right)\left(a_{1} \otimes \cdots \otimes a_{n}\right)=j_{\epsilon_{1}}\left(a_{1}\right) \cdots j_{\epsilon_{n}}\left(a_{n}\right)
$$

The free product $\sqcup$ is the coproduct in the category of algebras; cf. ${ }^{4}$ Similarly, the free product $\mathcal{A}_{1} \sqcup_{\mathbf{1}} \mathcal{A}_{2}$ of unital algebras $\mathcal{A}_{1 / 2}$ can be introduced via the analogous universal property, and a realization of $\mathcal{A}_{1} \sqcup_{\mathbf{1}} \mathcal{A}_{2}$ is the unital algebra $\mathbb{C} \mathbf{1} \oplus \mathcal{A}_{1} \sqcup \mathcal{A}_{2}$ divided by the relations $\mathbf{1}=\mathbf{1}_{1}=\mathbf{1}_{2}$ where $\mathbf{1}_{1 / 2}$ denotes the units in $\mathcal{A}_{1 / 2}$. For an algebra $\mathcal{A}$ denote by $\widetilde{\mathcal{A}}$ the unital algebra $\mathbb{C} 1 \oplus \mathcal{A}$. Then in a natural way

$$
\begin{equation*}
\widetilde{\mathcal{A}_{1}} \sqcup_{\mathbf{1}} \widetilde{\mathcal{A}_{2}} \cong \widetilde{\mathcal{A}_{1} \sqcup \mathcal{A}_{2}} \tag{1}
\end{equation*}
$$

Finally, notice that the tensor product of algebras is the coproduct in the category of unital commutative algebras.

A dual semigroup $\left(\right.$ cf. $\left.^{10}\right)$ is a unital ${ }^{*}$-algebra equipped with mappings

$$
\begin{aligned}
\Delta: \mathcal{B} & \rightarrow \mathcal{B} \sqcup_{\mathbf{1}} \mathcal{B} \\
\delta: \mathcal{B} & \rightarrow \mathbb{C}
\end{aligned}
$$

such that $\Delta, \delta$ are unital ${ }^{*}$-algebra homomorphisms and

$$
\begin{aligned}
\left(\Delta \sqcup_{1} \mathrm{id}\right) \circ \Delta & =\left(\mathrm{id} \sqcup_{\mathbf{1}} \Delta\right) \circ \Delta \\
\left(\delta \sqcup_{\mathbf{1}} \mathrm{id}\right) \circ \Delta & =\mathrm{id}=\left(\mathrm{id} \sqcup_{\mathbf{1}} \delta\right) \circ \Delta
\end{aligned}
$$

We call $\mathcal{B}$ a dual group if there exists a *-algebra homomorphism $\mathrm{A}: \mathcal{B} \rightarrow \mathcal{B}$ satisfying $M \circ\left(\mathrm{~A} \sqcup_{\mathbf{1}} \mathrm{id}\right) \circ \Delta=\delta \mathbf{1}=M \circ\left(\mathrm{id} \sqcup_{\mathbf{1}} \mathrm{A}\right) \circ \Delta$. The map $\Delta$ is called the comultiplication, $\delta$ the counit and A the antipode of $\mathcal{B}$. Notice that for $\mathcal{B}_{0}:=\operatorname{kern} \delta$ we have $\Delta \mathcal{B}_{0} \subset \mathcal{B}_{0} \sqcup \mathcal{B}_{0}$ where we use $\mathcal{B}=\mathbb{C} 1 \oplus \mathcal{B}_{0}$ and $\mathcal{B} \sqcup_{\mathbf{1}} \mathcal{B}=\mathbb{C} \mathbf{1} \oplus \mathcal{B}_{0} \sqcup \mathcal{B}_{0}$ which is (1). Denote by $\Delta_{0}$ the restriction of $\Delta$ to $\mathcal{B}_{0}$, i.e. $\Delta_{0}: \mathcal{B}_{0} \rightarrow \mathcal{B}_{0} \sqcup \mathcal{B}_{0}$. Then we can define a dual semigroup (cf. ${ }^{2}$ ) to be a ${ }^{*}$-algebra $\mathcal{B}_{0}$ equipped with a (not necessarily unital) ${ }^{*}$-algebra hommorphism $\Delta_{0}: \mathcal{B}_{0} \rightarrow \mathcal{B}_{0} \sqcup \mathcal{B}_{0}$ such that

$$
\begin{aligned}
\left(\Delta_{0} \sqcup \mathrm{id}\right) \circ \Delta_{0} & =\left(\mathrm{id} \sqcup \Delta_{0}\right) \circ \Delta_{0} \\
p_{1} \circ \Delta_{0} & =\mathrm{id}=p_{2} \circ \Delta_{0}
\end{aligned}
$$

where $p_{1 / 2}$ denote the projections from $\mathcal{B}_{0} \sqcup \mathcal{B}_{0}=\mathcal{B}_{0} \oplus \mathcal{B}_{0} \oplus\left(\mathcal{B}_{0} \otimes \mathcal{B}_{0}\right) \oplus \ldots$ to the first and the second copy of $\mathcal{B}_{0}$ respectively. A linear functional $\varphi$ on a unital algebra $\mathcal{B}$ is called normalized if $\varphi(\mathbf{1})=1$. A linear functional $\varphi$ on a unital ${ }^{*}$-algebra $\mathcal{B}$ is called positive if $\varphi\left(b^{*} b\right) \geq 0$ for all $b \in \mathcal{B}$. A state is a normalized, positive linear functional. A linear functional $\psi: \mathcal{B} \rightarrow \mathbb{C}$ on a dual semigroup $\mathcal{B}$ is called conditionally positive if $\psi\left(b^{*} b\right) \geq 0$ for all $b \in \mathcal{B}_{0}$ and hermitian if $\psi\left(b^{*}\right)=\overline{\psi(b)}$ for all $b \in \mathcal{B}$. A generator on $\mathcal{B}$ is a hermitian, conditionally positive linear functional on $\mathcal{B}$ with $\psi(\mathbf{1})=0$. For two normalized linear functionals $\varphi_{1}, \varphi_{2}$ on unital algebras $\mathcal{B}_{1}, \mathcal{B}_{2}$ the free product $\varphi_{1} \cdot \varphi_{2}$ of $\varphi_{1}$ and $\varphi_{2}$ is the normalized linear funtional on $\mathcal{B}_{1} \sqcup_{1} \mathcal{B}_{2}$ with

$$
\begin{equation*}
\varphi_{1} \cdot \varphi_{2}\left(b_{1} \cdots b_{m}\right)=0 \tag{2}
\end{equation*}
$$

if $m \geq 1,\left(\epsilon_{1}, \ldots, \epsilon_{m}\right) \in \mathbb{A}, b_{i} \in \mathcal{B}_{\epsilon_{i}}, \varphi_{\epsilon_{i}}\left(b_{i}\right)=0, i=1, \ldots, n$. The following axioms of a 'natural ' product are satisfied (cf. ${ }^{1,2,5,6}$ )

$$
\begin{align*}
\varphi_{1} \cdot \varphi_{2} \circ \iota_{1 / 2} & =\varphi_{1 / 2}  \tag{3}\\
\varphi_{1} \cdot\left(\varphi_{2} \cdot \varphi_{3}\right) & =\left(\varphi_{1} \cdot\left(\varphi_{2} \cdot \varphi_{3}\right)\right)  \tag{4}\\
\left(\varphi_{1} \circ j_{1}\right) \cdot\left(\varphi_{2} \circ j_{2}\right) & =\left(\varphi_{1} \cdot \varphi_{2}\right) \circ\left(j_{1} \sqcup j_{2}\right) \tag{5}
\end{align*}
$$

where $j_{1 / 2}: \mathcal{C}_{1 / 2} \rightarrow \mathcal{B}_{1 / 2}$ are unital algebra homomorphisms, $\mathcal{C}_{1 / 2}$ unital algebras.

For two normalized linear functionals $\varphi_{1}, \varphi_{2}$ on a dual semigroup $\mathcal{B}$ we define their convolution product by

$$
\begin{equation*}
\varphi_{1} \star \varphi_{2}:=\left(\varphi_{1} \cdot \varphi_{2}\right) \circ \Delta \tag{6}
\end{equation*}
$$

A continuous convolution semigroup on a dual semigroup is a family $\left(\varphi_{t}\right)_{t \geq 0}$ of linear functionals $\varphi_{t}$ on $\mathcal{B}$ such that

$$
\begin{aligned}
\varphi_{s} \star \varphi_{t} & =\varphi_{s+t} \forall s, t \in \mathbb{R}_{+} \\
\lim _{t \rightarrow 0+} \varphi_{t}(b) & =\delta(b) \forall b \in \mathcal{B}
\end{aligned}
$$

The following is the main result of the present paper. It it a corollary to Theorem 2.2 below which will be proved in Section 3.

Theorem 2.1. (a) Let $\left(\varphi_{t}\right)_{t \geq 0}$ be a continuous convolution semigroup of states on the dual semigroup $\mathcal{B}$. Then, for each $b \in \mathcal{B}$,

$$
\begin{equation*}
\frac{1}{t}\left(\varphi_{t}(b)-\delta(b)\right) \tag{7}
\end{equation*}
$$

converges to a limit $\psi(b)$ as $t \rightarrow 0+$ and $\psi$ is a generator on $\mathcal{B}$.
(b) Let $\psi$ be a generator on $\mathcal{B}$. Then there exists a unique continuous convolution semigroup of states $\left(\varphi_{t}\right)_{t \geq 0}$ on $\mathcal{B}$ such that

$$
\begin{equation*}
\psi(b)=\lim _{t \rightarrow 0+} \frac{1}{t}\left(\varphi_{t}(b)-\delta(b)\right) \tag{8}
\end{equation*}
$$

For a vector space $\mathcal{V}$ we denote by $\mathrm{T}(\mathcal{V})$ the tensor algebra over $\mathcal{V}$ which is characterized by the following universal property. For a unital algebra $\mathcal{A}$ and a linear map $R: \mathcal{V} \rightarrow \mathcal{A}$ there is a unique unital algebra homomorphism $\mathrm{T}(R): \mathrm{T}(\mathcal{V}) \rightarrow \mathcal{A}$ such that $\mathrm{T}(R) \circ \iota=R$ where $\iota$ is a fixed vector space embedding of $\mathcal{V}$ into $\mathrm{T}(\mathcal{V})$. A realization of $\mathrm{T}(\mathcal{V})$ is given by

$$
\begin{equation*}
\mathbb{C} 1 \oplus \mathcal{V} \oplus(\mathcal{V} \otimes \mathcal{V}) \oplus(\mathcal{V} \otimes \mathcal{V} \otimes \mathcal{V}) \oplus \cdots \tag{9}
\end{equation*}
$$

with $\iota$ the obvious embedding of $\mathcal{V}$. Multiplication is given by the tensor product. We denote by $\mathrm{T}_{0}(\mathcal{V})$ the non-unital version, i.e. $\mathrm{T}_{0}(\mathcal{V})=\mathcal{V} \oplus(\mathcal{V} \otimes$ $\mathcal{V}) \oplus(\mathcal{V} \otimes \mathcal{V} \otimes \mathcal{V}) \oplus \cdots$. Similarly, the symmetric tensor algebra $S(\mathcal{V})$ over $\mathcal{V}$ is characterized by the analogous universal property but with unital algebras replaced by unital commutative algebras. A realization is again given by (9) but with the tensor product replaced by the symmetric tensor product. We have $\mathrm{T}\left(\mathcal{V}_{1} \oplus \mathcal{V}_{2}\right) \cong \mathrm{T}\left(\mathcal{V}_{1}\right) \sqcup_{\mathbf{1}} \mathrm{T}\left(\mathcal{V}_{2}\right), \mathrm{T}_{0}\left(\mathcal{V}_{1} \oplus \mathcal{V}_{2}\right) \cong \mathrm{T}_{0}\left(\mathcal{V}_{1}\right) \sqcup \mathrm{T}_{0}\left(\mathcal{V}_{2}\right)$ and $\mathrm{S}\left(\mathcal{V}_{1} \oplus \mathcal{V}_{2}\right) \cong \mathrm{S}\left(\mathcal{V}_{1}\right) \otimes \mathrm{S}\left(\mathcal{V}_{2}\right)$ in a natural way. If $\mathcal{V}$ carries an involution (i.e. antilinear, selfinverse mapping) $v \mapsto v^{*}$ then $\mathrm{T}(\mathcal{V})$ and $\mathrm{S}(\mathcal{V})$ become *-algebras in the obvious ways.

It was shown in ${ }^{2}$ that for each pair $\mathcal{B}_{1}, \mathcal{B}_{2}$ of ${ }^{*}$-algebras there exists a linear mapping

$$
\begin{equation*}
\sigma_{\mathcal{B}_{1}, \mathcal{B}_{2}}: \mathcal{B}_{1} \sqcup \mathcal{B}_{2} \rightarrow \mathrm{~S}\left(\mathcal{B}_{1}\right) \otimes \mathrm{S}\left(\mathcal{B}_{2}\right) \tag{10}
\end{equation*}
$$

such that

$$
\begin{equation*}
\widetilde{\varphi_{1}} \cdot \widetilde{\varphi_{2}}\left\lceil\mathcal{B}_{1} \sqcup \mathcal{B}_{2}=\left(\mathrm{S}\left(\varphi_{1}\right) \otimes \mathrm{S}\left(\varphi_{2}\right)\right) \circ \sigma_{\mathcal{B}_{1}, \mathcal{B}_{2}} .\right. \tag{11}
\end{equation*}
$$

Here $\widetilde{\varphi_{1 / 2}}$ denotes the normalized linear functionals on $\widetilde{\mathcal{B}_{1 / 2}}=\mathbb{C} \mathbf{1} \oplus \mathcal{B}_{1 / 2}$ with $\widetilde{\varphi_{1 / 2}}\left\lceil\mathcal{B}_{1 / 2}=\varphi_{1 / 2}\right.$, where we again use $\widetilde{\mathcal{B}_{1}} \sqcup_{1} \widetilde{\mathcal{B}_{2}}=\mathbb{C} 1 \oplus \mathcal{B}_{1} \sqcup \mathcal{B}_{2}$. Moreover, for a dual semigroup $\mathcal{B}$, the space $\mathrm{S}\left(\mathcal{B}_{0}\right)$ becomes a commutative *-bialgebra with comultiplication and counit given by $\mathrm{S}\left(\sigma \circ \Delta_{0}\right)$ and $\mathrm{S}(0)$, and

$$
\begin{equation*}
\varphi_{1} \star \varphi_{2}=\mathrm{S}\left(\varphi _ { 1 } \lceil \mathcal { B } _ { 0 } ) \star \mathrm { S } \left(\varphi_{2}\left\lceil\mathcal{B}_{0}\right)\lceil\mathcal{B}\right.\right. \tag{12}
\end{equation*}
$$

where the second $\star$ is with respect to the comultiplication $\mathrm{S}\left(\sigma \circ \Delta_{0}\right)$. Here $\mathcal{B}$ is identified with $\mathbb{C} \mathbf{1} \oplus \mathcal{B}_{0} \subset \mathrm{~S}\left(\mathcal{B}_{0}\right)$. For a continuous convolution semigroup $\left(\varphi_{t}\right)_{t \geq 0}$ of normalized linear functionals on $\mathcal{B}$ we have that $\left(\mathrm{S}\left(\varphi_{t}\left\lceil\mathcal{B}_{0}\right)\right)_{t \geq 0}\right.$ is a convolution semigroup of normalized linear functionals on $\mathrm{S}\left(\mathcal{B}_{0}\right)$. Moreover, $\lim _{t \rightarrow 0+} \mathrm{S}\left(\varphi_{t}\left\lceil\mathcal{B}_{0}\right)(x)=\mathrm{S}(0)(x)\right.$ for all $x \in \mathrm{~S}\left(\mathcal{B}_{0}\right)$ and this convolution semigroup is continuous, too. It is well-known $\left(\mathrm{see}^{2}\right)$ that the fundamental theorem on coalgebras guarantees the existence of

$$
\begin{equation*}
\Psi(x):=\lim _{t \rightarrow 0+} \frac{1}{t}\left(\mathrm{~S}\left(\varphi_{t}\left\lceil\mathcal{B}_{0}\right)(x)-\mathrm{S}(0)(x)\right)\right. \tag{13}
\end{equation*}
$$

for all $x \in \mathrm{~S}\left(\mathcal{B}_{0}\right)$ and that

$$
\begin{equation*}
\mathrm{S}\left(\varphi_{t}\left\lceil\mathcal{B}_{0}\right)(x)=\sum_{k=0}^{\infty} \frac{t^{k} \Psi^{\star k}(x)}{k!} .\right. \tag{14}
\end{equation*}
$$

Moreover, $\Psi=D(\psi)$ with $\psi=\Psi\lceil\mathcal{B}$ and $D(\psi)(\mathbf{1})=0$,

$$
D(\psi)\left(b_{1} \otimes \cdots \otimes b_{m}\right)=\left\{\begin{array}{lr}
0 & \text { if } m \neq 1  \tag{15}\\
\psi\left(b_{1}\right) & \text { if } m=1
\end{array}\right.
$$

$m \in \mathbb{N}, b_{1}, \ldots, b_{m} \in \mathcal{B}_{0}$. We will write

$$
\mathrm{S}\left(\varphi_{t}\left\lceil\mathcal{B}_{0}\right)=\exp _{\star}(t D(\psi))\right.
$$

and have

$$
\begin{equation*}
\varphi_{t}=\exp _{\star}(t D(\psi))\lceil\mathcal{B} . \tag{16}
\end{equation*}
$$

Conversely, given a linear funtional $\psi$ on $\mathcal{B}$ with $\psi(\mathbf{1})=0$ we have that (16) is a continuous convolution semigroup of normalized linear functionals on $\mathcal{B}$. It follows that Theorem 2.1 is proved if we can show

Theorem 2.2. For a linear functional $\psi$ on $\mathcal{B}$ the following are equivalent (i) $\psi$ is a generator.
(ii) $\exp _{\star}(t D(\psi))\lceil\mathcal{B}$ is a continuous convolution semigroup of states.

## 3. Proof of Theorem 2.2

In the sequel, we write $\exp _{\star} \psi$ for $\exp _{\star} D(\psi)\lceil\mathcal{B}$. For linear functionals $\psi_{1}, \ldots, \psi_{k}$ on $\mathcal{B}, \psi_{i}(\mathbf{1})=0$, we put

$$
\begin{equation*}
\left(\psi_{1} \uplus \cdots \uplus \psi_{k}\right)(b)=\left.\frac{\partial^{k}}{\partial t_{1} \cdots \partial t_{n}}\left(\delta+t_{1} \psi_{1}\right) \star \cdots \star\left(\delta+t_{k} \psi_{k}\right)(b)\right|_{t_{1}=\cdots=t_{k}=0} \tag{1}
\end{equation*}
$$

and $\psi^{\uplus 0}=\delta, \psi^{\uplus n}=\psi \uplus \cdots \uplus \psi(n$ times $)$. It is not difficult to see that

## Proposition 3.1.

$$
\begin{equation*}
\left(\exp _{\star} \psi\right)(b)=\sum_{k=0}^{\infty} \frac{\psi^{\uplus k}}{k!}(b), b \in \mathcal{B} . \tag{2}
\end{equation*}
$$

Let $(\mathcal{C}, \Delta, \delta)$ be a coalgebra. Using the fundamental theorem on coalgebras, one proves ( $\mathrm{sec}^{8}$ )

Proposition 3.2. Let $\gamma$ be a linear functional on $\mathcal{C}$, and let $R_{n}: \mathcal{C} \rightarrow \mathbb{C}$, $n \in \mathbb{N}$, be linear and such that for each $b \in \mathcal{C}$ there exists a constant $C_{b}>0$ with $\left|R_{n}(b)\right| \leq \frac{1}{n^{2}} C_{b}$. Then

$$
\lim _{n \rightarrow \infty}\left(\delta+\frac{\gamma}{n}+R_{n}\right)^{\star n}(b)=\left(\exp _{\star} \gamma\right)(b) \forall b \in \mathcal{C} .
$$

Proposition 3.3. Let $\mathcal{B}$ be a dual semigroup. Let $\gamma$ be a linear functional on $\mathcal{B}, \gamma(\mathbf{1})=0$, and let $R_{n}: \mathcal{B} \rightarrow \mathbb{C}, n \in \mathbb{N}$, be linear, $\mathbb{R}_{n}(\mathbf{1})=0$, such that for each $b \in \mathcal{B}$ there exists a constant $C_{b}>0$ with $\left|R_{n}(b)\right| \leq \frac{1}{n^{2}} C_{b}$. Then

$$
\lim _{n \rightarrow \infty}\left(\delta+\frac{\gamma}{n}+R_{n}\right)^{\star n}(b)=\left(\exp _{\star} \gamma\right)(b) \forall b \in \mathcal{B}
$$

Proof. It follows from the assumptions that

$$
\begin{equation*}
\mathrm{S}\left(\delta+\frac{\gamma}{n}+R_{n}\right)=\mathrm{S}(0)+\frac{D(\gamma)}{n}+T_{n} \tag{3}
\end{equation*}
$$

with $T_{n}$ linear, $T_{n}(\mathbf{1})=0$, and such that for each $x \in \mathrm{~S}\left(\mathcal{B}_{0}\right)$ there is a constant $\tilde{C}_{x}>0$ with $\left|T_{n}(x)\right| \leq \frac{1}{n^{2}} \tilde{C}_{x}$ for all $x \in \mathrm{~S}\left(\mathcal{B}_{0}\right)$. An application of Proposition (3.2) to the right hand side of (3) yields the result.

For an inner product space $K$ define the full Fock space over $K$ to be the inner product space

$$
\begin{equation*}
\Gamma(K):=\mathbb{C} \oplus K \oplus(K \otimes K) \oplus(K \otimes K \otimes K) \oplus \cdots=\bigoplus_{n=0}^{\infty} K^{\otimes n} \tag{4}
\end{equation*}
$$

where the direct sum is in the algebraic sense. The vector $\Omega=(1,0, \ldots)$ in $\Gamma(K)$ is called the vacuum vector. For an inner product space $K$ we denote
by $\mathcal{L}^{a}(K)$ the *-algebra of adjointable linear mappings from $K$ to $K$. For $u \in K, r \in \mathcal{L}^{a}(K)$, define $A^{*}(u), A(u), \Lambda(r) \in \mathcal{L}^{a}(\Gamma(K))$ by

$$
\begin{aligned}
A^{*}(u) u_{1} \otimes \cdots \otimes u_{n} & =u \otimes u_{1} \otimes \cdots \otimes u_{n}, n \geq 1 ; A(u) \Omega=u \\
A(u) u_{1} \otimes \cdots \otimes u_{n} & =\left\langle u, u_{1}\right\rangle u_{2} \otimes \cdots \otimes u_{n}, n \geq 2 ; A(u) u_{1}=\left\langle u, u_{1}\right\rangle \Omega ; A(u) \Omega=0 \\
\Lambda(r) u_{1} \otimes \cdots \otimes u_{n} & =\left(r u_{1}\right) \otimes u_{2} \otimes \cdots u_{n}, n \geq 1 ; \Lambda(r) \Omega=0
\end{aligned}
$$

For a linear subspace $M$ in $K$ with $K=M \oplus M^{\perp}$ denote by $\mathcal{A}(M)$ the *subalgebra of $\mathcal{L}^{a}(\Gamma(K))$ generated by the operators $A^{*}(u), A(u)$ and $\Lambda(r \oplus$ $0), u \in M, r \in \mathcal{L}^{a}(M)$. Then it is well-known (see e.g. ${ }^{11}$ ) that for $K=$ $K_{1} \oplus \cdots \oplus K_{l}$, in the vacuum state, the algebras $\mathcal{A}\left(K_{1}\right), \ldots, \mathcal{A}\left(K_{l}\right)$ are freely independent unital ${ }^{*}$-subalgebras of $\mathcal{L}^{a}(\Gamma(K))$, i.e.

$$
\left\langle\Omega, A_{1} \cdots A_{m} \Omega\right\rangle=0
$$

for each choice of $m \in \mathbb{N},\left(\epsilon_{1}, \ldots, \epsilon_{m}\right) \in \mathbb{A}$, and $A_{i} \in \mathcal{A}\left(K_{\epsilon_{i}}\right)$ with $\left\langle\Omega, A_{i} \Omega\right\rangle=0, i=1, \ldots, m$.

Consider the embedding

$$
\mathrm{E}: \mathcal{B}_{0} \sqcup \mathcal{B}_{0} \rightarrow \mathrm{~T}\left(\mathcal{B}_{0}\right) \sqcup_{1} \mathrm{~T}\left(\mathcal{B}_{0}\right)=\mathbb{C} \mathbf{1} \oplus \mathrm{T}_{0}\left(\mathcal{B}_{0}\right) \sqcup \mathrm{T}_{0}\left(\mathcal{B}_{0}\right)
$$

of vector spaces given by the inclusion $\mathcal{B}_{0} \subset \mathrm{~T}_{0}\left(\mathcal{B}_{0}\right)$. Then $\left(\mathrm{T}\left(\mathcal{B}_{0}\right), \mathrm{T}(\mathrm{E} \circ\right.$ $\left.\left.\Delta_{0}\right), \mathrm{T}(0)\right)$ forms a dual semigroup. Let $\psi$ be a generator on $\mathcal{B}$. By putting

$$
\begin{aligned}
\mathcal{N}_{\psi} & :=\left\{b \in \mathcal{B} \mid \psi\left((b-\delta(b) \mathbf{1})^{*}(b-\delta(b) \mathbf{1})\right)=0\right\} \\
\eta & : \mathcal{B} \rightarrow \mathcal{B} / \mathcal{N}_{\psi} \text { the canonical mapping } \\
\rho(b) \eta(c) & =\eta(b c)-\eta(b) \delta(c), b, c \in \mathcal{B}
\end{aligned}
$$

we obtain an inner product space $D=\mathcal{B} / \mathcal{N} \psi$, a surjective linear mappping $\eta: \mathcal{B} \rightarrow D$, and a ${ }^{*}$-representation $\rho$ of $\mathcal{B}$ on $D$ such that

$$
\begin{align*}
\rho(b) \eta(c)-\eta(b c)+\eta(b) \delta(c) & =0  \tag{5}\\
\delta(b) \psi(c)-\psi(b c)+\psi(b) \delta(c) & =-\left\langle\eta\left(b^{*}\right), \eta(c)\right\rangle . \tag{6}
\end{align*}
$$

This means that $\eta$ is a 1 -cocycle with respect to the $\mathcal{B}$-bimodule structure $b . \xi . c=\rho(b)(\xi) \delta(c)$ of $D$ and $(b, c) \mapsto-\left\langle\eta\left(b^{*}\right), \eta(c)\right\rangle$ is the coboundary of $\psi$ with respect to the $\mathcal{B}$-bimodule structure b. $\xi . c=\delta(b) \delta(c) \xi$ of $D$; cf. ${ }^{7}$ Next put

$$
\begin{equation*}
I_{s t}(b)=A_{s t}\left(\eta\left(b^{*}\right)\right)+\Lambda_{s t}(\rho(b))+A_{s t}^{*}(\eta(b))+(t-s) \psi(b), \tag{7}
\end{equation*}
$$

$b \in \mathcal{B}_{0}$, where

$$
\begin{aligned}
& A_{s t}(\xi)=A\left(\chi_{[s, t]} \otimes \xi\right) \\
& \Lambda_{s t}(\alpha)=\Lambda\left(\chi_{[s, t]} \otimes \alpha\right) \\
& A_{s t}^{*}(\xi)=A^{*}\left(\chi_{[s, t]} \otimes \xi\right)
\end{aligned}
$$

$\xi \in D, \alpha \in \mathcal{L}^{a}(D)$. Then the quantum random variables

$$
\mathrm{T}\left(I_{s t}\right): \mathrm{T}\left(\mathcal{B}_{0}\right) \rightarrow \mathcal{L}^{a}\left(\Gamma\left(\mathrm{~L}^{2}\left(\mathbb{R}_{+}, D\right)\right)\right.
$$

(where $\mathrm{L}^{2}\left(\mathbb{R}_{+}, D\right)=\left\{f: \mathbb{R}_{+} \rightarrow D \mid f\right.$ measurable, $\left.\int_{0}^{\infty}\|f(t)\|^{2} \mathrm{~d} t<\infty\right\}$ ) are freely independent for disjoint intervals, i.e. for $0 \leq t_{1} \leq \cdots \leq t_{n+1}$ the *-algebras $\mathrm{T}\left(I_{t_{1}, t_{2}}\right)\left(\mathrm{T}\left(\mathcal{B}_{0}\right), \ldots, \mathrm{T}\left(I_{t_{n}, t_{n+1}}\right)\left(\mathrm{T}\left(\mathcal{B}_{0}\right)\right.\right.$ are freely independent in the vacuum state of $\mathcal{L}^{a}\left(\Gamma\left(\mathrm{~L}^{2}\left(\mathbb{R}_{+}, D\right)\right)\right.$. This means that

$$
\left\langle\Omega, \mathrm{T}\left(I_{0, \frac{t}{n}}\left(x_{1}\right) \sqcup_{\mathbf{1}} \cdots \sqcup_{\mathbf{1}} \mathrm{T}\left(I_{\frac{n-1}{n} t, t}\left(x_{n}\right) \Omega\right\rangle=\left(\Phi_{\frac{t}{n}} \cdot \ldots \cdot \Phi_{\frac{t}{n}}\right)\left(x_{1} \otimes \cdots \otimes x_{n}\right)\right.\right.
$$

for all $x_{1}, \ldots, x_{n} \in \mathrm{~T}\left(\mathcal{B}_{0}\right)$ where

$$
\Phi_{\frac{t}{n}}(x)=\left\langle\Omega, \mathrm{T}\left(I_{0, \frac{t}{n}}\right)(x) \Omega\right\rangle
$$

is the distribution of $\mathrm{T}\left(I_{0, \frac{t}{n}}\right)$ and where $\Phi_{\frac{t}{n}} \cdot \ldots \cdot \Phi_{\frac{t}{n}}$ denotes the $n$-fold free product of $\Phi_{\frac{t}{n}}$ on $\mathrm{T}\left(\mathcal{B}_{0}\right) \sqcup_{\mathbf{1}} \cdots \sqcup_{\mathbf{1}} \mathrm{T}\left(\mathcal{B}_{0}\right)=\mathbb{C} \mathbf{1} \oplus \mathrm{T}_{0}\left(\mathcal{B}_{0}\right) \sqcup \cdots \sqcup \mathrm{T}_{0}\left(\mathcal{B}_{0}\right)$. It follows that

$$
\Phi_{\frac{t}{n}}^{\star n}(x)=\left\langle\Omega, \mathrm{T}\left(I_{0, \frac{t}{n}}\right) \star \cdots \star \mathrm{T}\left(I_{\frac{n-1}{n} t, t}\right)(x) \Omega\right\rangle, x \in \mathrm{~T}\left(\mathcal{B}_{0}\right)
$$

Denote by $M: \mathrm{T}\left(\mathcal{B}_{0}\right) \rightarrow \mathcal{B}$ the ${ }^{*}$-algebra homomorphism $\mathrm{T}(\kappa)$ where $\kappa$ is the embedding of the vector space $\mathcal{B}_{0}$ into the unital algebra $\mathcal{B}=\mathbb{C} 1 \oplus \mathcal{B}_{0}$.

Proposition 3.4. Let $\Phi_{t}(x)=\left\langle\Omega, \mathrm{T}\left(I_{0 t}\right)(x) \Omega\right\rangle$ be the distribution of $\mathrm{T}\left(I_{0 t}\right), t \geq 0$. Then there are constants $C_{x}>0, x \in \mathrm{~T}\left(\mathcal{B}_{0}\right)$, such that

$$
\begin{equation*}
\left|\left(\Phi_{t}-(\mathrm{T}(0)+t \psi \circ M)\right)(x)\right| \leq t^{2} C_{x} \tag{8}
\end{equation*}
$$

for all $t$ in some bounded interval of $\mathbb{R}_{+}$.

Proof. It suffices to prove the existence of $C_{x}$ for $x$ of the form $x=b_{1} \otimes$ $\cdots \otimes b_{k}, b_{i} \in \mathcal{B}_{0}, k \in \mathbb{N}$. We have for $k=1$

$$
\begin{equation*}
\Phi_{t}(b)=\left\langle\Omega, I_{0 t}(b) \Omega\right\rangle=t \psi(b) \tag{9}
\end{equation*}
$$

and (8) holds. For $k \geq 2$

$$
\begin{aligned}
\Phi_{t}\left(b_{1} \otimes \cdots \otimes b_{k}\right) & =\left\langle\Omega, \mathrm{T}\left(I_{0 t}\right)\left(b_{1} \otimes \cdots \otimes b_{k}\right) \Omega\right\rangle \\
& =\left\langle\Omega, I_{0 t}\left(b_{1}\right) \cdots I_{0 t}\left(b_{n}\right) \Omega\right\rangle
\end{aligned}
$$

is a polynomial in $t$ of degree $\leq n$. The constant term of this polynomial is 0 , the linear term equals

$$
\begin{equation*}
\left\langle\Omega, A_{0 t}\left(\eta\left(b_{1}^{*}\right)\right) \Lambda_{0 t}\left(\rho\left(b_{2}\right)\right) \cdots \Lambda_{0 t}\left(\rho\left(b_{n-1}\right)\right) A_{0 t}^{*}\left(\eta\left(b_{n}\right)\right) \Omega\right\rangle \tag{10}
\end{equation*}
$$

and all remaining terms are of order $\geq 2$. This holds because each term with more than 2 creation/annihilation operators is 0 or of order $\geq 2$. Since (10) is equal to $t \psi\left(b_{1} \cdots b_{n}\right)$ it follows that

$$
\begin{equation*}
\Phi_{t}\left(b_{1} \otimes \cdots \otimes b_{k}\right)=t \psi\left(b_{1} \cdots b_{n}\right)+t^{2} L_{t}(x) \tag{11}
\end{equation*}
$$

with $L_{t}(x)$ bounded for fixed $x$ and for $t$ in some bounded interval which proves the proposition.

Now by Proposition 3.3

$$
\lim _{n \rightarrow \infty} \Phi_{\frac{t}{n}}^{\star n}(x)=\exp _{\star}(t \psi \circ M)(x), x \in \mathrm{~T}\left(\mathcal{B}_{0}\right)
$$

where convolution is with respect to $\mathrm{T}\left(\mathrm{E} \circ \Delta_{0}\right)$.
Proposition 3.5. For two normalized linear functionals $\varphi_{1}$ and $\varphi_{2}$ on $\mathcal{B}$ we have

$$
\begin{equation*}
\left(\varphi_{1} \circ M\right) \star_{\mathrm{T}\left({\left.\mathrm{E} \circ \Delta_{0}\right)}\left(\varphi_{2} \circ M\right)=\left(\varphi_{1} \star_{\Delta} \varphi_{2}\right) \circ M . . . . .\right.} \tag{12}
\end{equation*}
$$

Proof. We have

$$
\left(M \sqcup_{\mathbf{1}} M\right) \circ \mathrm{T}(\mathrm{E} \circ M)=\Delta \circ M
$$

because both sides are algebra homomorphisms and for $b \in \mathcal{B}_{0}$

$$
\begin{aligned}
\left(M \sqcup_{1} M\right) \circ \mathrm{T}\left(\mathrm{E} \circ \Delta_{0}\right)(b) & =\left(M \sqcup_{\mathbf{1}} M\right) \Delta_{0} b \\
& =\Delta_{0} b=\Delta b=\Delta(M b)
\end{aligned}
$$

Using (5), we obtain

$$
\begin{aligned}
\left(\varphi_{1} \circ M\right) \star\left(\varphi_{2} \circ M\right) & =\left(\left(\varphi_{1} \circ M\right) \cdot\left(\varphi_{2} \circ M\right)\right) \circ \mathrm{T}\left(\mathrm{E} \circ \Delta_{0}\right) \\
& =\left(\varphi_{1} \cdot \varphi_{2}\right) \circ\left(M \sqcup_{1} M\right) \circ \mathrm{T}\left(\mathrm{E} \circ \Delta_{0}\right) \\
& =\left(\varphi_{1} \cdot \varphi_{2}\right) \circ \Delta \circ M \\
& =\left(\varphi_{1} \star \varphi_{2}\right) \circ M
\end{aligned}
$$

It follows from this proposition that

$$
(\psi \circ M) \uplus_{\mathrm{T}\left(\mathrm{E} \circ \Delta_{0}\right)} \cdots \uplus_{\mathrm{T}\left(\mathrm{E} \circ \Delta_{0}\right)}\left(\psi_{k} \circ M\right)=\left(\psi_{1} \uplus_{\Delta} \cdots \uplus_{\Delta} \psi_{k}\right) \circ M
$$

and thus

$$
\begin{aligned}
\exp _{\star}(t \psi \circ M)(x) & =\sum_{k=0}^{\infty} \frac{(t \psi \circ M)^{\uplus k}}{k!} \\
& =\exp _{\star}(t \psi)(M x)
\end{aligned}
$$

Now we have, using that $\mathrm{T}\left(I_{0, \frac{t}{n}}\right) \star \cdots \star \mathrm{T}\left(I_{\frac{n-1}{n}}, t, t\right)$ is a ${ }^{*}$-algebra homomorphism,

$$
\begin{aligned}
\exp _{\star}(t \psi)\left(b^{*} b\right) & =\exp _{\star}(t \psi \circ M)\left(b^{*} \otimes b\right) \\
& =\lim _{n \rightarrow \infty} \Phi_{\frac{t}{n}}^{\star n}\left(b^{*} \otimes b\right) \\
& =\lim _{n \rightarrow \infty}\left\langle\Omega, \mathrm{~T}\left(I_{0, \frac{t}{n}}\right) \star \cdots \star \mathrm{T}\left(I_{\frac{n-1}{n} t, t}\right)\left(b^{*} \otimes b\right) \Omega\right\rangle \\
& =\lim _{n \rightarrow \infty} \| \mathrm{T}\left(I_{0, \frac{t}{n}}\right) \star \cdots \star \mathrm{T}\left(I_{\frac{n-1}{n}} t, t\right. \\
) & (b) \Omega \|^{2} \geq 0
\end{aligned}
$$

which proves that (i) implies (ii) in Theorem 2.2. Since (ii) implies (i) by differentiating, this completes the proof of Theorem 2.2 and thus of Theorem 2.1.
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#### Abstract

We discuss the construction of quantum stochastic integrals over the positive plane. Non-commutative representations for the quasi-free CAR and CCR settings are presented extending results obtained previously for martingales over the two parameter plane.


Keywords: Martingale; Representation; Isometry; Quantum Stochastic Integral.

## 1. Introduction

Following the work commenced by the London based BSW group (Barnett, Streater and Wilde) it was natural to conjecture the possibility of a corresponding two parameter theory and martingale representation for both the Clifford and quasi-free settings. Quantum analogues ${ }^{1-4}$ of the classical Ito integral ${ }^{5}$ and the Wong and Zakai integral ${ }^{6}$ have been explored over the positive plane. In this paper we consider martingale representations for the CAR and CCR quasi-free setting. A 'quantum stochastic base' $\left(\mathcal{H}, \mathcal{A}, g,\left(\mathcal{A}_{z}\right), Z\right)$ is introduced in which $\mathcal{H}$ is an underlying Hilbert space, $\mathcal{A}$ a von Neumann algebra, $g$ a guage, $\left(\mathcal{A}_{z}\right)$ a filtration of associated von Neumann algebras and $Z$ an associated parameter set. We note that in place of the von Neumann algebra $\mathcal{A}$ and its corresponding filtration $\left(\mathcal{A}_{z}\right)$ one may work with $\mathrm{C}^{*}$-algebras $\mathcal{U}$ and their corresponding filtration $\left(\mathcal{U}_{z}\right)$ or the Hilbert space $\mathcal{H}$ and its underlying filtration $\left(\mathcal{H}_{z}\right)$.

## 2. Quasi-Free Construction

### 2.1. The Quasi-Free CAR Construction

In terms of a stochastic base for the CAR construction we work with $\left(\mathcal{F}\left(\mathcal{H}_{R}\right), \mathcal{A}, \omega,\left(\mathcal{A}_{z}\right), \mathbb{R}_{+}^{2}\right)$ in which $\mathcal{F}\left(\mathcal{H}_{R}\right)$ represents $\mathcal{F}_{0}\left(\mathcal{H}_{R}\right) \otimes \mathcal{F}_{0}\left(\mathcal{H}_{R}\right)$, the tensor product of the anti-symmetric Fermi-Fock space $\mathcal{F}_{0}\left(\mathcal{H}_{R}\right)$ with itself, ${ }^{3}$ in which $\mathcal{H}_{R}=L^{2}(R)$ and $R \subseteq \mathbb{R}_{+}^{2}$, a closed square with lower left corner fixed at the origin and sides parallel to the axes. Following ${ }^{9}$ we define creation and annihilation operators $b^{*}$ and $b$ satisfying the CAR (Canonical Anticommutation Relations) properties, on $\mathcal{F}\left(\mathcal{H}_{R}\right)$ via

$$
b^{*}(f)=b_{0}^{*}\left((1-\rho)^{1 / 2} f\right) \otimes \mathbb{I}+\Gamma(-1) \otimes b_{0}\left(\rho^{1 / 2} \bar{f}\right)
$$

and

$$
b(f)=b_{0}\left((1-\rho)^{1 / 2} f\right) \otimes \mathbb{I}+\Gamma(-1) \otimes b_{0}^{*}\left(\rho^{1 / 2} \bar{f}\right)
$$

with $\Gamma(-1) \Omega_{0}=\Omega_{0}$ on $\mathcal{H}_{0}=\mathbb{C}, \otimes^{n}(-1)$ on $\otimes^{n} \mathcal{H}$ and $\rho$ a measurable function on $R$ with $0<\rho<1$. The von Neumann algebra $\mathcal{A}=\mathcal{U}^{\prime \prime}$ may be defined via $\mathcal{U}$ the $C^{*}$-algebra generated by the fermion creation and annihilation operators as $f$ varies in $L^{2}(R)$. For our gauge we work with $\omega: \mathcal{U} \longrightarrow \mathbb{C}$ by $\omega(u)=(u \Omega, \Omega)$, defining a guage-invariant quasi-free state on $\mathcal{U}$ in which

$$
w\left(b^{*}(f)\right)=w(b(g))=0
$$

and

$$
w\left(b^{*}(f) b(g)\right)=(\rho f, g)_{L^{2}(R)}
$$

Various filtrations $\mathcal{U}_{z}, \mathcal{A}_{z}$ and $\mathcal{H}_{z}$ may now be developed (with $z \in R$ ) in $\mathcal{U}, \mathcal{A}$ and $\mathcal{H}$ respectively together with $\omega$-invariant conditional expectations on $\mathcal{U}$ and $\mathcal{A}$ and orthogonal projections on $\mathcal{H}$. We will work with $\mathcal{H}$. As in the Clifford case, ${ }^{1}$ with $\psi(z)$, the families $\left\{b^{\#}\left(\chi_{R_{z}} u\right): z \in R\right\}$ form centred martingales in which $b^{\#}$ denotes $b$ or $b^{*}$, and $R_{z}$, denotes a rectangle with lower left corner fixed at the origin, sides parallel to the axes and upper right corner at $z \in \mathbb{R}_{+}^{2}$. For further details we defer to. ${ }^{2,3}$

### 2.2. The Quasi-Free CCR Construction

For the CCR construction we take $\mathcal{F}\left(\mathcal{H}_{R}\right)$ to represent the tensor product of the symmetric Boson-Fock space over $\mathcal{H}_{R}=L^{2}(R)$ with itself. Creation and annihilation operators $a^{*}(f)$ and $\mathrm{a}(\mathrm{f})$ satisfying the CCR properties are defined on $\mathcal{F}\left(\mathcal{H}_{R}\right)$ by

$$
a^{*}(f)=a_{0}^{*}\left((1+\tau)^{1 / 2} f\right) \otimes \mathbb{I}+\mathbb{I} \otimes a_{0}\left(\tau^{1 / 2} \bar{f}\right)
$$

and

$$
a(f)=a_{0}\left((1+\tau)^{1 / 2} f\right) \otimes \mathbb{I}+\mathbb{I} \otimes a_{0}^{*}\left(\tau^{1 / 2} \bar{f}\right)
$$

with $\tau$ a measurable function on $\mathbb{R}_{+}^{2}$ such that $\tau \in L_{\text {loc }}^{\infty}\left(\mathbb{R}_{+}^{2}\right), \tau(z)>0$ and $a_{0}^{*}, a_{0}$ denote the Fock space creation and annihilation operators. The guage invariant quasi-free state $\omega$ is defined as for the CAR case above but with $\Omega$ denoting the vector $\Omega_{0} \otimes \Omega_{0}$ in which $\Omega_{0}$ denotes the bosonFock no-particle vector rather than the fermi-Fock no-particle vector, and $f, g \in \mathcal{D}\left(\tau^{1 / 2}\right)=\left\{f: \tau^{1 / 2} f \in L^{2}\left(\mathbb{R}_{+}^{2}\right)\right\}$. Filtrations for this discussion will be denoted by $\left(\mathcal{F}\left(\mathcal{H}_{R}\right)_{z}\right)$ the closure of the unital polynomial ${ }^{*}$-algebra generated the boson creation and annihilation operators $a^{*}(f)$ and $a(f)$ on $\mathcal{F}\left(\mathcal{H}_{R}\right)$ as f varies in $L^{2}\left(\mathbb{R}_{+}^{2}\right)$ with support in $R_{z}$. As above, the families $\left\{a^{\#}\left(\chi_{R_{z}} u\right) \Omega: z \in R\right\}$ in which $a^{\#}$ denotes $a$ or $a^{*}$ form centred martingales. For further details we defer to. ${ }^{2}$

Remark For properties of the CAR and CCR quasi-free state $\omega$ we refer the interested reader to Powers and Størmer, Brattelli and Robinson and earlier papers. ${ }^{2,3,8,10}$

## 3. Quantum Stochastic Integrals

We consider Quasi-free stochastic integrals for $\mathcal{H}$. Such integrals may also be realised for $\mathcal{U}$ and $\mathcal{A}$. Points in the parameter space $\mathbb{R}_{2}^{+}$in which $A \prec B$ or $A \wedge B$ form ${ }^{\text {a }}$ posets in $\mathbb{R}_{+}^{2},{ }^{6}$ and lead to two different types of stochastic integral, referred to as type I and type II integrals. Type I quantum stochastic integrals are quantum analogues of the Ito integral. ${ }^{5}$ We define these in terms of elementary adapted processes of the form $h(z)=\chi_{\Delta} a$. Here $\Delta$ is a rectangle in $R, a \in \mathcal{H}_{z^{\prime}}$ and $z^{\prime}=\inf \Delta$. The type I integral over $R_{z}$ is defined to be

$$
\iint_{R_{z}} d b_{z^{\prime}}^{\#} h\left(z^{\prime}\right)=b^{\#}\left(\chi_{\Delta} \chi_{R_{z}}\right) a
$$

We extend by linearity to $\mathcal{H}$-valued simple adapted processes.

[^3]Type II integrals are quantum analogues of the Wong-Zakai integral. ${ }^{6}$ These are defined on elementary adapted processes of the form $h\left(z, z^{\prime}\right)=$ $\chi_{\Delta_{i}} \chi_{\Delta_{j}} a$ with $\Delta_{i} \wedge \Delta_{j}$ as

$$
\iint_{R_{z}} \iint_{R_{z}} d b_{z^{\prime}}^{\#} d b_{z^{\prime \prime}}^{\#} h\left(z^{\prime}, z^{\prime \prime}\right)=b^{\#}\left(\chi_{\Delta_{i}} \chi_{\Delta_{R_{z}}}\right) b^{\#}\left(\chi_{\Delta_{j}} \chi_{\Delta_{R_{z}}}\right) a
$$

and again we extend these by linearity to $\mathcal{H}$-valued simple adapted processes.

The quasi-free CCR stochastic integrals are similarly defined in terms of $a^{\#}{ }^{2}{ }^{2}$

The type I and type II integrals for both the CAR and CCR cases each result in six different stochastic integrals, two type I and four type two integrals. Each of the six integrals satisfy isometry conditions and extend via isometry to completions of the $\mathcal{H}$-valued simple adapted processes. Each of the six integrals are also pairwise orthogonal, orthogonal to $\Omega$ and generate families of martingales. For further details we defer to. ${ }^{2,3}$

Remark In contrast to the quasi-free type I and type II stochastic integrals ${ }^{1}$ the Clifford stochastic integrals result in one (rather than two) type I integral and one (rather than four) type II integral which as in the quasi-free case extend via isometry to a completion of the simple adapted processes. Martingale and orthogonality properties for the integrals follow and a representation theorem for $L^{2}(\mathcal{A})$ valued martingales in terms of these integrals is established. ${ }^{4}$

## 4. Representation

Following the results outlined above it is natural to consider the possibility of extending the representation theorem for martingales as quantum stochastic integrals to the quasi-free setting.

Theorem (Quasi-Free CAR and CCR Representations) Let $\left\{X_{z} \mid z \in R\right\}$ denote a $\mathcal{H}$-valued martingale. Then there exist unique $\alpha, f_{1}, \ldots f_{6}$ (one from each of the orthogonal completions described in the last section) such that

$$
X=\alpha \Omega+\sum_{i=1}^{2} \iint_{R_{z}} d b_{z^{\prime}}^{\#} f_{i}\left(z^{\prime}\right)+\sum_{j=3}^{6} \iiint_{R_{z}} \iint_{R_{z}} d b_{z^{\prime}}^{\#} d b_{z^{\prime \prime}}^{\#} f_{j}\left(z^{\prime}, z^{\prime \prime}\right)
$$

## Proof

(CAR case) Let $b^{\#}(C)$ denote $b^{\#}\left(\chi_{C}\right)$ for $C \subseteq \mathbb{R}_{+}^{2}$ and $\chi_{C}$ the characteristic function on $C$. We consider products of the form

$$
X=b^{\#}\left(\chi_{C_{1}}\right) b^{\#}\left(\chi_{C_{2}}\right) \ldots b^{\#}\left(\chi_{C_{n}}\right) \Omega
$$

these being dense in $\mathcal{H}$. Using CAR's and linearity of the $b^{\#}$ such products may be rearranged into a product of the form

$$
X=b^{\#}\left(A_{1}\right) b^{\#}\left(A_{2}\right) \ldots b^{\#}\left(A_{p}\right) b^{\#}\left(B_{1}\right) \ldots b^{\#}\left(B_{q}\right) Y
$$

with $Y \in \mathcal{H}_{z}$ and the $\left\{A_{i}\right\}_{i=1}^{p},\left\{B_{j}\right\}_{j=1}^{q}$ being rectangular subdomains of $R \subseteq \mathbb{R}_{+}^{2}$, each 'proud' of $R_{z}$ such that $\forall 1 \leq i \leq p$, and $1 \leq j \leq q A_{i} \wedge B_{j}$, each of the $A_{i}^{\prime} s$ have the same maximum $y$ value, each the $B_{j}^{\prime} s$ have the same maximum $x$ value and each subdomain is mutually exclusive to each of the other subdomains.

Using horizontal cuts for the $A_{i}^{\prime} s$ and vertical cuts for the $B_{j}^{\prime} s$ we divide each domain in half. At the nth cut we obtain $X=4^{n}$ products of the same type as $X$ together with a sum of products with less than $p q$ proud domains which we will refer to as $Z$. It follows that

$$
\begin{aligned}
\|X-Z\|^{2} & =\sum_{i=1}^{2^{n}} \sum_{j=1}^{2^{n}} \prod_{k=1}^{p} \omega\left(b^{\#^{*}}\left(A_{k}^{i}\right) b^{\#}\left(A_{k}^{i}\right)\right) \prod_{l=1}^{q} \omega\left(b^{\#^{*}}\left(B_{l}^{j}\right) b^{\#}\left(B_{l}^{j}\right)\right) \omega\left(Y^{*} Y\right) \\
& =\sum_{i=1}^{2^{n}} \sum_{j=1}^{2^{n}} \prod_{k=1}^{p}\left(\rho^{\prime} \chi_{A_{k}^{i}}, \chi_{A_{k}^{i}}\right) \prod_{l=1}^{q}\left(\rho^{\prime} \chi_{B_{l}^{j}}, \chi_{B_{l}^{j}}\right) \omega\left(Y^{*} Y\right) \\
& <\sum_{i=1}^{2^{n}} \sum_{j=1}^{2^{n}} \prod_{k=1}^{p}\left|A_{k}^{i}\right| \prod_{l=1}^{q}\left|B_{l}^{j}\right| \omega\left(Y^{*} Y\right) \\
& =2^{-(p+q-2) n} \prod_{k=1}^{p}\left|A_{k}\right| \prod_{l=1}^{q}\left|B_{l}\right| \omega\left(Y^{*} Y\right) \longrightarrow 0 \text { as } n \longrightarrow \infty
\end{aligned}
$$

Here $\rho^{\prime}=\rho$ or $1-\rho$ depending upon $b^{\#}$
Induction on $p$ and $q$, establishes $X$ as a limit of type II integrals, and so type II by completion. Isometry and orthogonality on the completion ensure existance and uniqueness for the four $f_{i}^{\prime} s$ corresponding to each of the type II integrals.

Alternative configurations of the 'proud domains' each lead to sums of type I and/or type II integrals with the CAR condition generating $\alpha^{\prime} \Omega$. Isometry and orthogonality ensure existance and uniqueness for the $\alpha$ and $f_{1}, \ldots, f_{6}$ in the respective completion.
(CCR Case) Proceeding as outlined above we obtain

$$
\begin{aligned}
\|X-Z\|^{2} & =\sum_{i=1}^{2^{n}} \sum_{j=1}^{2^{n}} \prod_{k=1}^{p} \omega\left(a^{\#^{*}}\left(A_{k}^{i}\right) a^{\#}\left(A_{k}^{i}\right)\right) \prod_{l=1}^{q} \omega\left(a^{\#^{*}}\left(B_{l}^{j}\right) a^{\#}\left(B_{l}^{j}\right)\right) \omega\left(Y^{*} Y\right) \\
& =\sum_{i=1}^{2^{n}} \sum_{j=1}^{2^{n}} \prod_{k=1}^{p}\left(\tau^{\prime} \chi_{A_{k}^{i}}, \chi_{A_{k}^{i}}\right) \prod_{l=1}^{q}\left(\tau^{\prime} \chi_{B_{l}^{j}}, \chi_{B_{l}^{j}}\right) \omega\left(Y^{*} Y\right) \\
& <\sum_{i=1}^{2^{n}} \sum_{j=1}^{2^{n}} \prod_{k=1}^{p}\left\|\tau^{\prime}\right\|_{\infty}\left|A_{k}^{i}\right| \prod_{l=1}^{q}\left|B_{l}^{j}\right| \omega\left(Y^{*} Y\right) \\
& =2^{-(p+q-2) n} \prod_{k=1}^{p}\left\|\tau^{\prime}\right\|_{\infty}\left|A_{k}\right| \prod_{l=1}^{q}\left|B_{l}\right| \omega\left(Y^{*} Y\right) \longrightarrow 0 \text { as } n \longrightarrow \infty
\end{aligned}
$$

Here $\tau^{\prime}=\tau$ or $1+\tau$ depending upon $a^{\#}$.
The result now follows for $\left\{X_{z}\right\}$ a $\mathcal{H}$ valued martingale in both the CAR and CCR settings by considering expressions for $X_{z}$ and $X_{z^{\prime}}$ with $z \prec z^{\prime}$ and projecting onto $\mathcal{H}_{z}$. The resulting expressions establish unique $\alpha, f_{1}, \ldots, f_{6}$ from their respective completions via isometry and orthogonality.

## 5. Concluding Remarks

Further research has been carried out in both the Clifford and Quasi-Free settings the results of which will appear elsewhere. The author would like to thank in particular Ivan F.Wilde for helpful discussions and collaboration on earlier papers.
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#### Abstract

A simple method of recovering the moments of a probability measure, on $\mathbb{R}$, from the commutator between its annihilation and creation operators, the commutator between the annihilation and preservation operator, and the first moment is presented.


Keywords: Szegö-Jacobi parameters, annihilation, preservation, and creation operators

## 1. Introduction

It was shown in Ref. 1 that the moments of a probability measure, on $\mathbb{R}^{d}$, where $d$ is a fixed natural number, can be recovered from its preservation operators, and the commutators between the annihilation and creation operators. Moreover, some properties of a probability measure $\mu$, on $\mathbb{R}^{d}$, having finite moments of all orders, like polynomial symmetry and factorizability, were shown in Ref. 2 to be equivalent to some properties of the preservation, annihilation, and creation operators. More precisely, the condition that $\mu$ is polynomially symmetric about a vector $c=\left(c_{1}, c_{2}, \ldots\right.$, $\left.c_{d}\right) \in \mathbb{R}^{d}$, i.e.,

$$
\begin{equation*}
E\left[\left(x_{1}-c_{1}\right)^{i_{1}}\left(x_{2}-c_{2}\right)^{i_{2}} \cdots\left(x_{d}-c_{d}\right)^{i_{d}}\right]=0, \tag{1}
\end{equation*}
$$

for all $i_{1}, i_{2}, \ldots, i_{d}$ non-negative integers, such that $i_{1}+i_{2}+\cdots+i_{d}$ is odd, where $E$ denotes the expectation with respect to $\mu$, was shown in Ref. 2 to be equivalent to the fact that for all $i \in\{1,2, \ldots, d\}, a^{0}(i)=c_{i} I$, where $a^{0}(i)$ denotes the preservation operator generated by the operator $X_{i}$ of multiplication by the coordinate random variable $x_{i}$, and $I$ is the identity operator of the space $F$ of all polynomial functions. Here $x=\left(x_{1}, x_{2}, \ldots\right.$, $x_{d}$ ) denotes a generic vector (in fact outcome) of the sample space $\mathbb{R}^{d}$. It was shown in Ref. 1 that if $\mu$ is polynomially symmetric about $c$, then there exists a symmetric probability measure $\nu$ about $c$, on $\mathbb{R}^{d}$, that has the same moments as $\mu$. The fact that $\nu$ is symmetric about $c$ means that for any Borel subset $B \subset \mathbb{R}^{d}, \nu(c-B)=\nu(c+B)$, where $B+v:=\{x+v \mid x \in B\}$, for all $v \in \mathbb{R}^{d}$. It was also shown in Ref. 2 that $\mu$ is polynomially factorizable, i.e.,

$$
E\left[x_{1}^{i_{1}} x_{2}^{i_{2}} \cdots x_{d}^{i_{d}}\right]=E\left[x_{1}^{i_{1}}\right] E\left[x_{2}^{i_{2}}\right] \cdots E\left[x_{d}^{i_{d}}\right]
$$

for all $i_{1}, i_{2}, \ldots i_{d}$ non-negative integers, if and only if for any $i \neq j$, any operator from the set $\left\{a^{-}(i), a^{0}(i), a^{+}(i)\right\}$ commutes with any operator from the set $\left\{a^{-}(j), a^{0}(j), a^{+}(j)\right\}$, where $a^{-}(k)$ and $a^{+}(k)$ denote the annihilation and creation operators generated by the operator $X_{k}$ of multiplication by $x_{k}$, for all $1 \leq k \leq d$. We know (see Ref. 1) that if $\mu$ is polynomially factorizable, then there exists a product probability measure $\nu=\nu_{1} \otimes \nu_{2} \otimes \cdots \otimes \nu_{d}$, where $\nu_{1}, \nu_{2}, \ldots, \nu_{d}$ are probability measures on $\mathbb{R}$, having finite moments of all orders, such that for all non-negative integers $i_{1}, i_{2}, \ldots i_{d}$, the monomial $x_{1}^{i_{1}} x_{2}^{i_{2}} \ldots x_{d}^{i_{d}}$ has the same expectation with respect to both $\mu$ and $\nu$. It is not hard to see that due to the commutation relationship $\left[X_{i}, X_{j}\right]:=X_{i} X_{j}-X_{j} X_{i}=0$, and the fact that all preservation operators are symmetric operators, while each creation operator $a^{+}(i)$ is the adjoint of the annihilation operator $a^{-}(i)$, the condition that for any $i \neq j$, any operator from the set $\left\{a^{-}(i), a^{0}(i), a^{+}(i)\right\}$ commutes with any operator from the set $\left\{a^{-}(j), a^{0}(j), a^{+}(j)\right\}$, is equivalent to the simpler fact that for any $i \neq j,\left[a^{-}(i), a^{+}(j)\right]=0$ and $\left[a^{-}(i), a^{0}(j)\right]=0$. The condition $\left[a^{-}(i), a^{0}(j)\right]=0$ does not fit into the theme of the paper Ref. 1 , since there all probability measures are studied in terms of the commutators $\left[a^{-}(i), a^{+}(j)\right]=0$ and the action of the preservation operators $a^{0}(k)$ alone, where $(i, j, k) \in\{1,2, \ldots, d\}^{3}$. The fact that the polynomially factorizable probability measures are characterized in terms of two families of commutators, and not in terms of one family of commutators and the preservation operators alone, has made us rethink about the results from Ref. 2 and reformulate all of them in terms of two families of operators,
namely the commutators between the annihilation and creation operators, and the commutators between the annihilation and preservation operators. In doing so, we came out with a simple method of recovering the moments of a probability measure from these two families of commutators, assuming that the first order moments $E\left[x_{1}\right], E\left[x_{2}\right], \ldots, E\left[x_{d}\right]$ are known. This method works very nicely for some classic probability distributions on $\mathbb{R}$, but unfortunately for probability measures on $\mathbb{R}^{d}$, that are not product measures, the computations involved seem to be quite complicated. For this reason, we will focus in this paper only on the one dimensional case $d=1$, and show how this method of commutators can be successfully employed in a classic example. It is also worth to understand very well the one-dimensional case first before moving on to higher dimensions. In section 2 we give the definition of the annihilation, preservation and creation operators, of any probability measure on $\mathbb{R}$, having finite moments of all orders. In section 3 we present a method of recovering the moments from commutators and the first order moment. Finally in section 4 we show an application of this method to a concrete example.

## 2. Background

Let $\mu$ be a probability measure on $\mathbb{R}$, having finite moments of all orders. Applying the Gram-Schmidt orthogonalization procedure to the sequence of monomial random variables $1, x, x^{2}, \ldots$, one can construct a sequence of orthogonal polynomials: $f_{0}(x), f_{1}(x), f_{2}(x), \ldots$ If the support of the probability measure $\mu$ is a finite set, then this sequence of orthogonal polynomials has only finitely many non-zero terms. Otherwise, all these orthogonal polynomials will be different from zero and we can choose them in such a way that their leading coefficient is equal to 1 . It is well known (see for example Ref. 3,4) that there exist two sequences $\left\{\alpha_{n}\right\}_{n \geq 0}$ and $\left\{\omega_{n}\right\}_{n \geq 1}$ of real numbers, such that, for all $k \geq 0$, the following relation holds:

$$
x f_{n}(x)=f_{n+1}(x)+\alpha_{n} f_{n}(x)+\omega_{n} f_{n-1}(x) .
$$

When $n=0$, we define $f_{-1}(x):=0$ (the null polynomial) and $\omega_{0}:=0$. The terms of the sequences $\left\{\alpha_{n}\right\}_{n \geq 0}$ and $\left\{\omega_{n}\right\}_{n \geq 1}$ are called the Szegö-Jacobi parameters of $\mu$. We define the space $\mathcal{H}:=\oplus_{n \geq 0} \mathbb{C} f_{n}$ and call $\mathcal{H}$ the chaos space of $\mu$. We can now define three densely defined linear operators on $\mathcal{H}$, $a^{-}, a^{0}$, and $a^{+}$, called the annihilation, preservation, and creation operators, respectively, by presenting their actions on each orthogonal polynomial. For each $n \geq 0$, we define $a^{-} f_{n}(x):=\omega_{n} f_{n-1}(x), a^{0} f_{n}(x):=\alpha_{n} f_{n}(x)$, and $a^{+} f_{n}(x):=f_{n+1}(x)$. It is easy to see now, from (1), that the operator $X$
of multiplication by $x$ (that means the operator that maps any polynomial random variable $g(x)$ into $x g(x))$ is the sum of these three operators. Hence:

$$
\begin{equation*}
X=a^{-}+a^{0}+a^{+} \tag{1}
\end{equation*}
$$

We also define the number operator $\mathcal{N}$ as the linear operator for which $\mathcal{N} f_{n}(x):=n f_{n}(x)$, for all $n \geq 0$. The domain of $a^{-}, a^{0}, a^{+}$, and $\mathcal{N}$ is understood to be the space $F$ of all polynomial functions $g(x)$ of one real variable $x$ with complex coefficients.

If $A$ and $B$ are two operators defined on the same space, then we define their commutator $[A, B]$, as:

$$
\begin{equation*}
[A, B]:=A B-B A \tag{2}
\end{equation*}
$$

It is easy to see, by induction on $m$, that:

$$
\begin{equation*}
\left[A, B^{m}\right]=\sum_{i=0}^{m-1} B^{m-1-i}[A, B] B^{i} \tag{3}
\end{equation*}
$$

for all natural numbers $m$. One can think of (3) as being an analogue of the product rule of differentiation from Calculus.

Since the operators $\mathcal{N}$ and $a^{0}$ are diagonalized in the same basis $\left\{f_{n}(x)\right\}_{n \geq 1}$, it follows that they commute. Thus:

$$
\begin{equation*}
\left[\mathcal{N}, a^{0}\right]=0 \tag{4}
\end{equation*}
$$

On the other hand, for all $n \geq 0$,

$$
\begin{aligned}
{\left[a^{-}, \mathcal{N}\right] f_{n}(x) } & =a^{-} \mathcal{N} f_{n}(x)-\mathcal{N} a^{-} f_{n}(x) \\
& =a^{-}\left[n f_{n}(x)\right]-\mathcal{N}\left[\omega_{n} f_{n-1}(x)\right] \\
& =n \omega_{n} f_{n-1}(x)-(n-1) \omega_{n} f_{n-1}(x) \\
& =\omega_{n} f_{n-1}(x) \\
& =a^{-} f_{n}(x)
\end{aligned}
$$

Thus we obtain that:

$$
\begin{equation*}
\left[a^{-}, \mathcal{N}\right]=a^{-} \tag{5}
\end{equation*}
$$

Taking the adjoint in both sides of (5) we conclude that:

$$
\begin{equation*}
\left[\mathcal{N}, a^{+}\right]=a^{+} \tag{6}
\end{equation*}
$$

## 3. A commutator method

We formulate now the following method of computing the moments of a probability measure, on $\mathbb{R}$, from its commutators $\left[a^{-}, a^{+}\right]$and $\left[a^{-}, a^{0}\right]$, and first moment $E[x]$.

Method. Let us assume that $\mu$ is a probability measure on $\mathbb{R}$, having finite moments of all orders, whose commutators $\left[a^{-}, a^{+}\right],\left[a^{-}, a^{0}\right]$, and first moment $E[x]$ are known. Let $\langle\cdot, \cdot\rangle$ denote the inner product generated by $\mu$. It is clear that $x^{n}$ is obtained by applying the operators $X$, of multiplication by $x, n$ times to the constant polynomial (random variable)

1. Thus we have:

$$
\begin{aligned}
E\left[x^{n}\right] & =\left\langle X^{n} 1,1\right\rangle \\
& =\left\langle X \circ X^{n-1} 1,1\right\rangle .
\end{aligned}
$$

Step 1 Replace the first $X$ by $a^{-}+a^{0}+a^{+}$and get:

$$
\begin{aligned}
E\left[x^{n}\right] & =\left\langle\left(a^{-}+a^{0}+a^{+}\right) X^{n-1} 1,1\right\rangle \\
& =\left\langle a^{-} X^{n-1} 1,1\right\rangle+\left\langle a^{0} X^{n-1} 1,1\right\rangle+\left\langle a^{+} X^{n-1} 1,1\right\rangle .
\end{aligned}
$$

Observe that:

$$
\begin{aligned}
\left\langle a^{+} X^{n-1} 1,1\right\rangle & =\left\langle X^{n-1} 1, a^{-} 1\right\rangle \\
& =0,
\end{aligned}
$$

since $a^{-} 1=0$. Remark also that:

$$
\begin{aligned}
\left\langle a^{0} X^{n-1} 1,1\right\rangle & =\left\langle X^{n-1} 1, a^{0} 1\right\rangle \\
& =\left\langle X^{n-1} 1, E[x] 1\right\rangle \\
& =E[x]\left\langle X^{n-1} 1,1\right\rangle \\
& =E[x] E\left[x^{n-1}\right],
\end{aligned}
$$

since $a^{0} 1=E[x] 1$. Thus we obtain:

$$
E\left[x^{n}\right]=\left\langle a^{-} X^{n-1} 1,1\right\rangle+E[x] E\left[x^{n-1}\right] .
$$

Step 2 Swap (commute) $a^{-}$with $X^{n-1}$ using the simple formula $a^{-} X^{n-1}=\left[a^{-}, X^{n-1}\right]+X^{n-1} a^{-}$and rule (3). Since $a^{-} 1=0$, we get:

$$
\begin{aligned}
E\left[x^{n}\right] & =\left\langle a^{-} X^{n-1} 1,1\right\rangle+E[x] E\left[x^{n-1}\right] \\
& =E[x] E\left[x^{n-1}\right]+\left\langle\left[a^{-}, X^{n-1}\right] 1,1\right\rangle+\left\langle X^{n-1} a^{-} 1,1\right\rangle \\
& =E[x] E\left[x^{n-1}\right]+\left\langle\sum_{i=0}^{n-2} X^{n-2-i}\left[a^{-}, X\right] X^{i} 1,1\right\rangle+0 \\
& =E[x] E\left[x^{n-1}\right]+\sum_{i=0}^{n-2}\left\langle X^{n-2-i}\left[a^{-}, X\right] X^{i} 1,1\right\rangle .
\end{aligned}
$$

Therefore, we obtain:

$$
\begin{equation*}
E\left[x^{n}\right]=E[x] E\left[x^{n-1}\right]+\sum_{i=0}^{n-2}\left\langle X^{n-2-i}\left[a^{-}, X\right] X^{i} 1,1\right\rangle . \tag{1}
\end{equation*}
$$

Step 3 Replace $\left[a^{-}, X\right]$ by $\left[a^{-}, a^{+}\right]+\left[a^{-}, a^{0}\right]$, since:

$$
\begin{aligned}
{\left[a^{-}, X\right] } & =\left[a^{-}, a^{-}+a^{0}+a^{+}\right] \\
& =\left[a^{-}, a^{-}\right]+\left[a^{-}, a^{0}\right]+\left[a^{-}, a^{+}\right] \\
& =\left[a^{-}, a^{0}\right]+\left[a^{-}, a^{+}\right] .
\end{aligned}
$$

Go back to Step 2 if necessary and continue this algorithm until all annihilation operators disappear, obtaining in the end a recursive relation expressing $E\left[x^{n}\right]$ in terms of the lower order moments $E\left[x^{n-1}\right], E\left[x^{n-2}\right]$, $\ldots, E[x], 1$.

## 4. Gaussian and Poisson probability distributions

Let us find all probability measures on $\mathbb{R}$, having finite moments of all orders, whose Szegö-Jacobi parameters are $\alpha_{n}=b n+c$ and $\omega_{n}=d n$, for all $n \geq 0$, where $b, c$, and $d$ are real numbers, such that $d>0$. The condition $d>0$ follows from the fact the $\omega_{n}$ must be positive for all $n \geq 1$ (Favard's theorem). We avoid the trivial case $d=0$ which forces $b$ to be also zero and implies that $\mu=\delta_{\{c\}}$, i.e., the Dirac delta measure at $c$. Observe that $\alpha_{n}=b n+c$, for all $n \geq 0$, is equivalent to the fact that $a^{0}=b \mathcal{N}+c I$, where $I$ denotes the identity operator. Thus we obtain:

$$
\begin{aligned}
{\left[a^{-}, a^{0}\right] } & =b\left[a^{-}, \mathcal{N}\right]+c\left[a^{0}, I\right] \\
& =b a^{-} .
\end{aligned}
$$

For all $n \geq 0$, we have:

$$
\begin{aligned}
{\left[a^{-}, a^{+}\right] f_{n}(x) } & =a^{-} a^{+} f_{n}(x)-a^{+} a^{-} f_{n}(x) \\
& =a^{-} f_{n+1}(x)-a^{+}\left[d n f_{n-1}(x)\right] \\
& =d(n+1) f_{n}(x)-d n f_{n}(x) \\
& =d f_{n}(x) .
\end{aligned}
$$

Therefore,

$$
\left[a^{-}, a^{+}\right]=d I
$$

Finally,

$$
\begin{aligned}
E[x] & =\alpha_{0} \\
& =c .
\end{aligned}
$$

Therefore, we can reformulate our problem as:

Problem Find the probability measure on $\mathbb{R}$, having finite moments of all orders, for which:

$$
\begin{align*}
{\left[a^{-}, a^{+}\right] } & =d I,  \tag{1}\\
{\left[a^{-}, a^{0}\right] } & =b a^{-},  \tag{2}\\
E[x] & =c . \tag{3}
\end{align*}
$$

Solution. Let $n \geq 1$, be a fixed natural number. Applying formula (1) of the commutator method we get:

$$
\begin{aligned}
E\left[x^{n}\right] & =E[x] E\left[x^{n-1}\right]+\sum_{i=0}^{n-2}\left\langle X^{n-2-i}\left[a^{-}, X\right] X^{i} 1,1\right\rangle \\
& =c E\left[x^{n-1}\right]+\sum_{i=0}^{n-2}\left\langle X^{n-2-i}\left(\left[a^{-}, a^{+}\right]+\left[a^{-}, a^{0}\right]\right) X^{i} 1,1\right\rangle \\
& =c E\left[x^{n-1}\right]+\sum_{i=0}^{n-2}\left\langle X^{n-2-i}\left(d I+b a^{-}\right) X^{i} 1,1\right\rangle \\
& =c E\left[x^{n-1}\right]+d \sum_{i=0}^{n-2}\left\langle X^{n-2} 1,1\right\rangle+b \sum_{i=0}^{n-2}\left\langle X^{n-2-i} a^{-} X^{i} 1,1\right\rangle \\
& =c E\left[x^{n-1}\right]+d(n-1) E\left[x^{n-2}\right]+b \sum_{i=0}^{n-2}\left\langle X^{n-2-i} a^{-} X^{i} 1,1\right\rangle
\end{aligned}
$$

Let us observe that in the last sum we can take $i \geq 1$, since for $i=0$, $X^{n-2-i} a^{-} X^{i} 1=X^{n-2} a^{-} 1=0$. Swap now $a^{-}$and $X^{i}$, and use rule (3) again, to obtain:

$$
\begin{aligned}
E\left[x^{n}\right]= & c E\left[x^{n-1}\right]+d(n-1) E\left[x^{n-2}\right]+b \sum_{i=1}^{n-2}\left\langle X^{n-2-i} a^{-} X^{i} 1,1\right\rangle \\
= & c E\left[x^{n-1}\right]+d(n-1) E\left[x^{n-2}\right]+b \sum_{i=1}^{n-2}\left\langle X^{n-2-i}\left[a^{-}, X^{i}\right] 1,1\right\rangle \\
& +b \sum_{i=1}^{n-2}\left\langle X^{n-2-i} X^{i} a^{-} 1,1\right\rangle \\
= & c E\left[x^{n-1}\right]+d(n-1) E\left[x^{n-2}\right] \\
& +b \sum_{i=1}^{n-2} \sum_{j=0}^{i-1}\left\langle X^{n-2-i} X^{i-1-j}\left[a^{-}, X\right] X^{j} 1,1\right\rangle \\
= & c E\left[x^{n-1}\right]+d(n-1) E\left[x^{n-2}\right] \\
& +b \sum_{0 \leq j<i \leq n-2}\left\langle X^{n-3-j}\left(d I+b a^{-}\right) X^{j} 1,1\right\rangle \\
= & c E\left[x^{n-1}\right]+d(n-1) E\left[x^{n-2}\right]+b d \sum_{0 \leq j<i \leq n-2} E\left[x^{n-3}\right] \\
& +b^{2} \sum_{0 \leq j<i \leq n-2}\left\langle X^{n-3-j} a^{-} X^{j} 1,1\right\rangle .
\end{aligned}
$$

Since the cardinality of the set $\{(i, j) \mid 0 \leq j<i \leq n-2\}$ is $\binom{n-1}{2}$, we obtain:

$$
\begin{aligned}
E\left[x^{n}\right]= & c E\left[x^{n-1}\right]+d(n-1) E\left[x^{n-2}\right]+b d\binom{n-1}{2} E\left[x^{n-3}\right] \\
& +b^{2} \sum_{0 \leq j<i \leq n-2}\left\langle X^{n-3-j} a^{-} X^{j} 1,1\right\rangle
\end{aligned}
$$

Repeating this procedure (that means observing that in the last sum we can take $j \geq 1$, then swapping $a^{-}$and $X^{j}$, and so on), we can push $a^{-}$ more and more to the right, until there is no power of $X$ left in between $a^{-}$and the vacuum polynomial 1. It is easy to see that in the end we get:

$$
\begin{equation*}
E\left[x^{n}\right]=c E\left[x^{n-1}\right]+d \sum_{k=1}^{n-1}\binom{n-1}{k} b^{k-1} E\left[x^{n-1-k}\right], \tag{4}
\end{equation*}
$$

for all $n \geq 2$. We analyze now two cases:

Case 1. If $b=0$, then the recursive relation (4) becomes:

$$
\begin{equation*}
E\left[x^{n}\right]=c E\left[x^{n-1}\right]+d(n-1) E\left[x^{n-2}\right], \tag{5}
\end{equation*}
$$

for all $n \geq 2$. Let us try to see whether we can find a probability measure $\mu$ that is absolutely continuous with respect to the Lebesgue measure $d x$ on $\mathbb{R}$, for which the recursive relation (5) holds. Assuming that $\mu$ is a continuous probability distribution, then if $g$ denotes the density function of $\mu$, it follows from (5), that for all $n \geq 2$, we have:

$$
\begin{aligned}
\int_{\mathbb{R}} x^{n-1}(x-c) g(x) d x & =d \int_{\mathbb{R}}(n-1) x^{n-1} g(x) d x \\
& =d \int_{\mathbb{R}}\left(x^{n-1}\right)^{\prime} g(x) d x
\end{aligned}
$$

for all $n \geq 2$ (this formula works even for $n=1$ since $E[x]=c$ ). Let us try to see whether we can take $g$ to be a Schwartz function, that means a smooth function that decreases faster than any polynomial is growing at $\pm \infty$. If this happens, then integrating by parts, in the last relation, we would get:

$$
\int_{\mathbb{R}} x^{n-1}(x-c) g(x) d x=-\int_{\mathbb{R}} x^{n-1} d g^{\prime}(x) d x
$$

for all $n \geq 1$. It follows now that the function $d g^{\prime}(x)+(x-c) g(x)$ is orthogonal to all monomials $x, x^{2}, \ldots$, and thus by a leap of faith, we can try to find $g$, such that:

$$
\begin{equation*}
g^{\prime}(x)=-\frac{1}{d}(x-c) g(x), \tag{6}
\end{equation*}
$$

for all $x \in \mathbb{R}$. Solving this differential equation, we conclude that there exists a real constant $k$, such that:

$$
\begin{equation*}
g(x)=k e^{-\frac{1}{2 d}(x-c)^{2}}, \tag{7}
\end{equation*}
$$

for all $x \in \mathbb{R}$. Since $\int_{\mathbb{R}} g(x) d x=1$, we can see that $k=\frac{1}{\sqrt{2 \pi d}}$, and thus $\mu$ is the probability distribution of a Gaussian random variable with mean $c$ and variance $d$. Since the problem of moments has a unique solution when the moments are equal to the moments of a Gaussian random variable, we conclude that $\mu$ must be a normal probability distribution.

Case 2. If $b \neq 0$, then it follows from (4) that:

$$
E\left[x^{n}\right]=c E\left[x^{n-1}\right]+\frac{d}{b} \sum_{k=1}^{n-1}\binom{n-1}{k} b^{k} E\left[x^{n-1-k}\right] .
$$

This is equivalent to:

$$
\begin{equation*}
E\left[x^{n}\right]=\left(c-\frac{d}{b}\right) E\left[x^{n-1}\right]+\frac{d}{b} E\left[(x+b)^{n-1}\right], \tag{8}
\end{equation*}
$$

for all $n \geq 1$. For all $k \geq 0$, let $M_{k}:=\max \left\{\left|E\left[x^{i}\right]\right| / i!\mid 0 \leq i \leq k\right\}$. We can also conclude from (4) that:

$$
\begin{aligned}
\left|E\left[x^{n}\right]\right| & \leq|c|\left|E\left[x^{n-1}\right]\right|+\frac{|d|}{|b|} \sum_{k=1}^{n-1}\binom{n-1}{k}|b|^{k}\left|E\left[x^{n-1-k}\right]\right| \\
& \leq|c| M_{n-1}(n-1)!+\frac{|d|}{|b|} \sum_{k=1}^{n-1}\binom{n-1}{k}|b|^{k} M_{n-1}(n-1-k)! \\
& =|c| M_{n-1}(n-1)!+\frac{|d|}{|b|} M_{n-1}(n-1)!\sum_{k=1}^{n-1} \frac{|b|^{k}}{k!} \\
& \leq|c| M_{n-1}(n-1)!+\frac{|d|}{|b|} M_{n-1}(n-1)!\sum_{k=1}^{\infty} \frac{|b|^{k}}{k!} \\
& =\left[|c|+\frac{|d|}{|b|}\left(e^{|b|}-1\right)\right] M_{n-1}(n-1)!
\end{aligned}
$$

for all $n \geq 1$. Let $A:=|c|+\frac{|d|}{|b|}\left(e^{|b|}-1\right)$. We have:

$$
\frac{\left|E\left[x^{n}\right]\right|}{n!} \leq \frac{A}{n} M_{n-1},
$$

for all $n \geq 1$. Thus there exists a natural number $N_{0}$, such that for all $n \geq N_{0}$, we have $\left|E\left[x^{n}\right]\right| / n!\leq M_{n-1}$. Hence:

$$
\begin{aligned}
M_{n} & =\max \left\{\left|E\left[x^{n}\right]\right| / n!, M_{n-1}\right\} \\
& =M_{n-1},
\end{aligned}
$$

for all $n \geq N_{0}$. Thus we conclude that $M_{N_{0}-1}=M_{N_{0}}=M_{N_{0}+1}=\cdots$. Therefore, there exists a constant $M \geq 1$, such that for all $n \geq 0$,

$$
\begin{equation*}
\left|E\left[x^{n}\right]\right| \leq M n!. \tag{9}
\end{equation*}
$$

(We can actually take $M:=M_{N_{0}}$.) In particular for $n=2 m$, where $m$ is a non-negative integer, we have:

$$
\begin{equation*}
E\left[x^{2 m}\right] \leq M(2 m)! \tag{10}
\end{equation*}
$$

Using now Schwarz' or Jensen's inequality we conclude that, for all $m \geq 0$,

$$
\begin{aligned}
E\left[|x|^{m}\right] & \leq \sqrt{E\left[x^{2 m}\right]} \\
& \leq \sqrt{M(2 m)!} \\
& \leq 2^{m} \sqrt{M} m!
\end{aligned}
$$

since $\binom{2 m}{m} \leq \sum_{j=0}^{2 m}\binom{2 m}{m}=2^{2 m}$. Hence, for all $m \geq 0$, we have:

$$
\begin{equation*}
E\left[|x|^{m}\right] \leq 2^{m} \sqrt{M} m! \tag{11}
\end{equation*}
$$

Inequality (11) implies, via the convexity of the function $f(x)=x^{m}$ on $[0$, $\infty)$, that:

$$
\begin{aligned}
E\left[|x+b|^{m}\right] & \leq E\left[(|x|+|b|)^{m}\right] \\
& =2^{m} E\left[\left(\frac{1}{2}|x|+\frac{1}{2}|b|\right)^{m}\right] \\
& \leq 2^{m} E\left[\frac{1}{2}|x|^{m}+\frac{1}{2}|b|^{m}\right] \\
& \leq 2^{m-1}\left[2^{m} \sqrt{M} m!+|b|^{m}\right] .
\end{aligned}
$$

Thus we obtain:

$$
\begin{equation*}
E\left[|x+b|^{m}\right] \leq \frac{1}{2} 4^{m} \sqrt{M} m!+\frac{1}{2}|2 b|^{m} \tag{12}
\end{equation*}
$$

for all $m \geq 0$. The bounds (11) and (12) allow us, after multiplying both sides of the recursive relation (8) by $t^{n-1} /(n-1)$ !, to sum up from $n=1$ to $\infty$, and interchange the series with the expectation, thanks to dominated convergence theorem, where $t$ belongs to a small interval $(-\epsilon, \epsilon)$ about zero, and obtain:
$E\left[\sum_{n=1}^{\infty} x \frac{(t x)^{n-1}}{(n-1)!}\right]=\left(c-\frac{d}{b}\right) E\left[\sum_{n=1}^{\infty} \frac{(t x)^{n-1}}{(n-1)!}\right]+\frac{d}{b} E\left[\sum_{n=1}^{\infty} \frac{[t(x+b)]^{n-1}}{(n-1)!}\right]$.
The last relation is equivalent to:

$$
E\left[x e^{t x}\right]=\left(c-\frac{d}{b}\right) E\left[e^{t x}\right]+\frac{d}{b} E\left[e^{t(x+b)}\right]
$$

for all $t$ in a neighborhood of zero. Let $\varphi(t):=E\left[e^{t x}\right]$ (i.e., $\varphi$ is the Laplace transform of the polynomial random variable $x$ ). Then, using again the dominated convergence theorem, we can easily see that $E\left[x e^{t x}\right]$ is the derivative of $\varphi$ with respect to $t$, for all $t$ in a neighborhood of zero. Thus, we conclude that the Laplace transform $\varphi$ of $x$, satisfies the differential equation:

$$
\begin{equation*}
\varphi^{\prime}(t)=\left[\frac{d}{b}\left(e^{b t}-1\right)+c\right] \varphi(t) \tag{13}
\end{equation*}
$$

for all $t$ near zero. Since $\varphi(0)=1$, we conclude that:

$$
\begin{equation*}
\varphi(t)=e^{\left(d / b^{2}\right)\left(e^{b t}-1\right)+(c-d / b) t} \tag{14}
\end{equation*}
$$

This means that:

$$
\begin{equation*}
E\left[e^{t(x-c+d / b)}\right]=e^{\left(d / b^{2}\right)\left(e^{b t}-1\right)} \tag{15}
\end{equation*}
$$

for all $t$ sufficiently close to zero. We recognize that the right-hand side of (15) represents the Laplace transform of the constant $b$ times a Poisson random variable $Y$ with parameter $\lambda:=d / b^{2}$. Thus $\mu$ is the probability distribution of the shifted re-scaled Poisson random variable $b Y+c-d / b$.

Final Comments The problem of finding the Szegö-Jacobi parameters of a probability distribution on $\mathbb{R}$ from its moments, and its converse are classic ones. They have been studied by many mathematicians. One way to study these problems is to use the technique of re-normalization (see Ref. 5-8). Our commutator method brings a new insight into the converse problem (i.e., the problem of finding the moments from the Szegö-Jacobi parameters) by disregarding the actual form of the orthogonal polynomials $\left\{f_{n}(x)\right\}_{n \geq 0}$, and exploiting the structure of the Lie algebra generated by the annihilation, preservation, and creation operators.
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#### Abstract

Translation-covariant Markovian master equations used in the description of decoherence and dissipation are considered in the general framework of Holevo's results on the characterization of generators of covariant quantum dynamical semigroups. A general connection between the characteristic function of classical Lévy processes and loss of coherence of the statistical operator describing the center of mass degrees of freedom of a quantum system interacting through momentum transfer events with an environment is established. The relationship with both microphysical models and experimental realizations is considered, focusing in particular on recent interferometric experiments exploring the boundaries between classical and quantum world.
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## 1. Introduction

A natural standpoint about quantum mechanics, which is however not the one usually considered in textbooks written for physics students, is to look at it as a new probability theory, different and reacher than the classical one ${ }^{1}$. This point of view becomes mandatory or at least very fruitful if one is faced with more advanced research topics, such as the description of open quantum systems or quantum information and communication theory (for a general reference see ${ }^{2,3}$ ). In these fields tools and concepts obtained relying on a probabilistic approach, also working in direct analogy with classical probability theory, have become of paramount importance. An example in this direction is given by quantum dynamical semigroups, which provide the quantum generalization of classical Markov semigroups. The subject has been the object of active research in the mathematics, physics and chemistry community over decades by now, but it is still of great interest. In particular covariance properties of such mappings under
translations have been considered in detail only recently. Besides a mathematical characterization ${ }^{4-7}$ also the actual physical relevance ${ }^{8-10}$ of such covariant quantum dynamical semigroups has been considered.

In the present contribution we will focus mainly on the application of such translation-covariant quantum dynamical semigroups to the study and the description of the phenomenon called decoherence in the physics literature ${ }^{11,12}$. By such a term a whole variety of situations is meant, all having in common a loss of typical quantum interference capability, arising as a dynamical consequence of interaction of the system of interest with some other, typically much bigger, system. The phenomenology of decoherence is ubiquitous when considering open quantum systems, but its actual quantitative study requires very special experimental conditions, which can be realized e.g. in interferometric setups for massive particles, observing loss of interference fringes as a consequence of external disturbance, arising because the approximation of isolation of the system is no more realistic. For a quantitative study of the phenomenon it is in fact crucial that such decoherence effects can actually be engineered, so that their strength is under the control of the experimenter.

The paper is organized as follows. In Sect. 2 we briefly sketch the formal expression of the generator of a translation-covariant quantum dynamical semigroup. In Sect. 3 we show how such a general structure in a suitable limit can account for decoherence behaviors quantitatively described by means of the characteristic function of a classical Lévy process. In Sect. 4 we further explore how a particular physical example of realization of such generators applies to the description of decoherence in both position and momentum space, finally mentioning possible extension of the formalism in Sect. 5.

## 2. Translation-covariant master equations

Provided memory effects can be neglected, quantum dynamical semigroups ${ }^{13,14}$ give a general setting for the description of the dynamics of an open quantum system ${ }^{15}$. In the physical literature major efforts have been devoted to the derivation or phenomenological assessment of possible generators of such quantum dynamical semigroups, so called master equations. The typical benchmark is the Lindblad structure of such generators, which goes back to the work of Gorini, Kossakowski and Sudarshan ${ }^{16}$ and of Lindblad ${ }^{17}$, holding true for a generator given by a bounded mapping. Attention was later devoted to possible constraints on the structure of such generators arising as a consequence of symmetry (see e.g. ${ }^{18}$ for references).

In this respect the results of Holevo for symmetry under translations are of particular importance because of the many possible physical applications, especially in connection with typical quantum phenomena such as decoherence.

We first consider the general expression of formal generators of translation-covariant quantum dynamical semigroups as obtained by Holevo ${ }^{4-6,19}$. The covariance of the mapping corresponds to the requirement that its action has to commute with the unitary representation of translations on the Hilbert space of interest. The physical system we are going to consider is the centre of mass of a particle in free space, so that $\mathcal{H}=L^{2}\left(\mathrm{R}^{3}\right)$. Let $\mathcal{L}^{\prime}$ be the mapping describing the dynamics in Heisenberg picture, thus acting on an observable $A$. In order to be covariant $\mathcal{L}^{\prime}$ has to satisfy the requirement

$$
\begin{equation*}
\mathcal{L}^{\prime}\left[\mathrm{e}^{i \mathrm{~A} \cdot \mathrm{P} / \hbar} \mathrm{Ae}^{-i \mathrm{~A} \cdot \mathrm{P} / \hbar}\right]=\mathrm{e}^{i \mathrm{~A} \cdot \mathrm{P} / \hbar} \mathcal{L}^{\prime}[\mathrm{A}] \mathrm{e}^{-i \mathrm{~A} \cdot \mathrm{P} / \hbar} \quad \forall \boldsymbol{A} \in \mathbb{R}^{3}, \tag{1}
\end{equation*}
$$

where P denotes the momentum operator of the massive particle. The general structure of generator complying with this requirement is given by the formal operator expression

$$
\begin{equation*}
\mathcal{L}^{\prime}[\mathrm{A}]=\frac{i}{\hbar}[\mathrm{H}(\mathrm{P}), \mathrm{A}]+\mathcal{L}_{G}[\mathrm{~A}]+\mathcal{L}_{P}[\mathrm{~A}], \tag{2}
\end{equation*}
$$

where the symbols $G$ and $P$ denote a Gaussian and a Poisson component, the names arising from the connection with the classical Lévy-Khintchine formula. One has in particular for the Gaussian component

$$
\begin{aligned}
\mathcal{L}_{G}[\mathrm{~A}]= & \frac{i}{\hbar}\left[\mathrm{Y}_{0}+\frac{1}{2 i} \sum_{k=1}^{3}\left(\mathrm{Y}_{k} L_{k}(\mathrm{P})-L_{k}^{\dagger}(\mathrm{P}) \mathrm{Y}_{k}\right), \mathrm{A}\right] \\
& +\frac{1}{\hbar} \sum_{k=1}^{3}\left[\left(\mathrm{Y}_{k}+L_{k}(\mathrm{P})\right)^{\dagger} \mathrm{A}\left(\mathrm{Y}_{k}+L_{k}(\mathrm{P})\right)\right. \\
& \left.-\frac{1}{2}\left\{\left(\mathrm{Y}_{k}+L_{k}(\mathrm{P})\right)^{\dagger}\left(\mathrm{Y}_{k}+L_{k}(\mathrm{P})\right), \mathrm{A}\right\}\right]
\end{aligned}
$$

where $\mathrm{Y}_{j}=\sum_{i=1}^{3} a_{j i} \mathrm{X}_{i}$ with $a_{j i} \in \mathrm{R}$ for $j=0,1,2,3$, that is to say it is a linear combination of the three position operators of the test particle, appearing at most quadratically, while for the Poisson component

$$
\begin{aligned}
\mathcal{L}_{P}[\mathrm{~A}]= & \int \mathrm{d} \mu(\boldsymbol{Q}) \sum_{j}\left[L_{j}^{\dagger}(\mathrm{P} ; \boldsymbol{Q}) \mathrm{e}^{-i \boldsymbol{Q} \cdot \mathrm{X} / \hbar} \mathrm{Ae}^{i \boldsymbol{Q} \cdot \mathrm{X} / \hbar} L_{j}(\mathrm{P} ; \boldsymbol{Q})\right. \\
& \left.-\frac{1}{2}\left\{L_{j}^{\dagger}(\mathrm{P} ; \boldsymbol{Q}) L_{j}(\mathrm{P} ; \boldsymbol{Q}), \mathrm{A}\right\}\right] \\
& +\int \mathrm{d} \mu(\boldsymbol{Q}) \sum_{j}\left[\omega_{j}(\boldsymbol{Q}) L_{j}^{\dagger}(\mathrm{P} ; \boldsymbol{Q})\left(\mathrm{e}^{-i \boldsymbol{Q} \cdot \mathrm{X} / \hbar} \mathrm{A} \mathrm{e}^{i \boldsymbol{Q} \cdot \mathrm{X} / \hbar}-\mathrm{A}\right)\right. \\
& \left.+\left(\mathrm{e}^{-i \boldsymbol{Q} \cdot \mathrm{X} / \hbar} \mathrm{Ae}^{i \boldsymbol{Q} \cdot \mathrm{X} / \hbar}-\mathrm{A}\right) L_{j}(\mathrm{P} ; \boldsymbol{Q}) \omega_{j}^{\star}(\boldsymbol{Q})\right] \\
& +\int \mathrm{d} \mu(\boldsymbol{Q})\left|\omega_{j}(\boldsymbol{Q})\right|^{2} \sum_{j}\left[\mathrm{e}^{-i \boldsymbol{Q} \cdot \mathrm{X} / \hbar} \mathrm{Ae}^{i \boldsymbol{Q} \cdot \mathrm{X} / \hbar}-\mathrm{A}-\frac{i}{\hbar} \frac{[\mathrm{~A}, \boldsymbol{Q} \cdot \mathrm{X}]}{1+Q^{2} / Q_{0}^{2}}\right]
\end{aligned}
$$

Such expressions can cover a huge variety of physical situations, accounting for both dissipative and decoherence effects. Some rough insight can be gained considering the dummy integration label $Q$ as a momentum. The dynamics of the open system, in our case the centre of mass of a tracer particle, is thus described by an interaction only characterized by the momentum transfers between system and environment, taking place e.g. as a consequence of collisions, thus complying with translational invariance. The unitary operators $\exp (i \boldsymbol{Q} \cdot \mathbf{X} / \hbar)$ appearing in the Poisson part describe in fact a momentum kick, with rates which are not only given by functions of the momentum transfer $\boldsymbol{Q}$ itself, but also depend on the momentum operator P , thus becoming dynamic quantities. This is in particular necessary in order to correctly describe phenomena like energy transfer and approach to equilibrium. The Gaussian part corresponds to a dynamics arising as a consequence of a big number of small momentum transfers, leading to a diffusive behavior.

An interesting limiting situation appears if we neglect dissipative effects and therefore the dynamics of the momentum operator, apart from its appearance in the free kinetic term, so that, also switching to the preadjoint mapping in Schrödinger picture, and assuming $\mu(\boldsymbol{Q})$ to be absolutely continuous with respect to the Lebesgue measure, the two contributions can be written

$$
\begin{align*}
& \mathcal{L}_{G}[\rho]=-\frac{i}{\hbar} \sum_{i=1}^{3} \mathbf{b}_{i}\left[\mathrm{X}_{i}, \rho\right]-\sum_{i, j=1}^{3} \frac{1}{2} \boldsymbol{D}_{\mathrm{ij}}\left[\mathrm{X}_{i},\left[\mathrm{X}_{j}, \rho\right]\right]  \tag{3}\\
& \mathcal{L}_{P}[\rho]=\int d \boldsymbol{Q}|\lambda(\boldsymbol{Q})|^{2}\left[e^{i \boldsymbol{Q} \cdot \mathrm{X} / \hbar} \rho e^{-i \boldsymbol{Q} \cdot \mathrm{X} / \hbar}-\rho-\frac{i}{\hbar} \frac{[\boldsymbol{Q} \cdot \mathbf{X}, \rho]}{1+Q^{2} / Q_{0}^{2}}\right] \tag{4}
\end{align*}
$$

where $\mathbf{b} \in \mathbb{R}, \boldsymbol{D} \geq 0$, and the integration measure satisfies the Lévy condition

$$
\begin{equation*}
\int d \boldsymbol{Q}|\lambda(\boldsymbol{Q})|^{2} \frac{Q^{2}}{1+Q^{2}}<\infty \tag{5}
\end{equation*}
$$

It is very convenient to write the contributions given by Eq. (3) and Eq. (4) in the position representation, leading to the simple expression

$$
\begin{equation*}
\langle\boldsymbol{X}| \mathcal{L}_{G}[\rho]+\mathcal{L}_{P}[\rho]|\boldsymbol{Y}\rangle=-\Psi(\boldsymbol{X}-\boldsymbol{Y})\langle\boldsymbol{X}| \rho|\boldsymbol{Y}\rangle \tag{6}
\end{equation*}
$$

where according to Eq. (3) and Eq. (4) we have introduced the function

$$
\begin{align*}
\Psi(\boldsymbol{X}-\boldsymbol{Y})= & \frac{i}{\hbar} \mathbf{b} \cdot(\boldsymbol{X}-\boldsymbol{Y})+\frac{1}{2}(\boldsymbol{X}-\boldsymbol{Y})^{T} \cdot \boldsymbol{D} \cdot(\boldsymbol{X}-\boldsymbol{Y})  \tag{7}\\
& -\int d \boldsymbol{Q}|\lambda(\boldsymbol{Q})|^{2}\left[e^{i \boldsymbol{Q} \cdot(\boldsymbol{X}-\boldsymbol{Y}) / \hbar}-1-\frac{i}{\hbar} \frac{\boldsymbol{Q} \cdot(\boldsymbol{X}-\boldsymbol{Y})}{1+Q^{2} / Q_{0}^{2}}\right]
\end{align*}
$$

only depending on the difference $\boldsymbol{X}-\boldsymbol{Y}$ due to translational invariance. The action of the contributions given by Eq. (3) and Eq. (4) in the position representation is therefore very simple, it only amounts to multiplying the matrix elements of the statistical operator by a function of the particular form (7), whose general properties as we shall see naturally account for a description of decoherence.

## 3. Decoherence and Lévy processes

The master equation corresponding to Eq. (3) and Eq. (4) can be easily solved in the position representation, giving a dynamics which only changes the initial statistical operator by a multiplicative time dependent factor

$$
\begin{equation*}
\langle\boldsymbol{X}| \rho_{t}|\boldsymbol{Y}\rangle=\mathrm{e}^{-t \Psi(\boldsymbol{X}-\boldsymbol{Y})}\langle\boldsymbol{X}| \rho_{0}|\boldsymbol{Y}\rangle . \tag{1}
\end{equation*}
$$

A key point is now the observation that Eq. (7) actually gives the general expression of the characteristic exponent appearing in the characteristic function of a Lévy process, corresponding to the celebrated Lévy-Khintchine formula ${ }^{20}$. As a consequence the function

$$
\begin{equation*}
\Phi(t, \boldsymbol{X}-\boldsymbol{Y})=\mathrm{e}^{-t \Psi(\boldsymbol{X}-\boldsymbol{Y})} \tag{2}
\end{equation*}
$$

gives the general possible expressions for the characteristic function of a classical Lévy process, different processes, e.g. Gaussian, Poisson, compound Poisson or Lévy stable processes arising corresponding to the different possible values of $\mathbf{b}, \boldsymbol{D}$ and of the positive weight $|\lambda(\boldsymbol{Q})|^{2}$ in the measure. These different Lévy processes intuitively correspond to the different ways according to which momentum is transferred to the test particle
as a consequence of interaction with the environment. Thus for example a Poisson process corresponds to a situation in which the different possible interaction events are characterized by a fixed momentum transfer, given by the height of the jumps in the Poisson process. More generally a physically realistic situation involves a compound Poisson process, characterized by the fact that the momentum transfer in the single interaction events is not a deterministic quantity, but it is itself described by a probability density, depending on the detail of the microscopic interaction mechanism, according to which the Poisson process is composed.

The function $\Phi(t, \boldsymbol{X}-\boldsymbol{Y})$ is a characteristic function, so that it has the following interesting properties, explaining why Eq. (1) generally gives a well defined master equation describing loss of coherence in the position representation:

- $\Phi(t, 0)=1$
- $|\Phi(t, \boldsymbol{X}-\boldsymbol{Y})| \leqslant 1$
- $\Phi(t, \boldsymbol{X}-\boldsymbol{Y})$ is positive definite
- $\Phi(t, \boldsymbol{X}-\boldsymbol{Y}) \longrightarrow 0$ for $t \rightarrow \infty$
- $\Phi(t, \boldsymbol{X}-\boldsymbol{Y}) \longrightarrow 0$ for $(\boldsymbol{X}-\boldsymbol{Y}) \rightarrow \infty$, provided there exists a probability density.

These properties typical of characteristic functions ${ }^{21}$ automatically entail that the diagonal matrix elements in the position representation are not affected with elapsing time, thus preserving normalization of the statistical operator, while the off-diagonal matrix elements are generally suppressed as expected due to decoherence. Furthermore for a fixed spatial distance $\boldsymbol{X}-\boldsymbol{Y}$ the off-diagonal matrix elements in the position representation are fully suppressed for long enough interaction times, while for a fixed interaction time these off-diagonal matrix elements only go to zero if the associated process admits a proper probability density, which is not the case e.g. for a compound Poisson process. Depending on the particular process describing the random momentum transfers in each scattering event different characteristic functions appear, corresponding to different behaviors in the suppression of the off-diagonal matrix elements for large spatial separations. The function $|\Phi(t, \boldsymbol{X}-\boldsymbol{Y})|$, which is responsible for the loss of visibility in interferometric experiments testing decoherence, for a fixed interaction time $t$ might monotonically decrease to zero for growing values of $\boldsymbol{X}-\boldsymbol{Y}$, or also oscillate and reach asymptotically a finite value corresponding to a residual coherence. These quite different behaviors, corresponding to a more or less effective decoherence effect, are all encoded
in the possible expressions of the characteristic function $\Phi$. Application of this formalism to actually realized experiments has been considered in ${ }^{10}$. Typical experiments testing decoherence in a quantitative way involve an interferometer for massive particles (such as fullerenes ${ }^{22,23}$ or atoms ${ }^{24,25}$ ), in which the interfering particle is exposed to some environment during the time of flight, such as a background gas, a laser field or even the internal degrees of freedom of the interfering particle itself.

## 4. Decoherence in momentum and position for a massive tracer particle

The general structure of translation-covariant quantum dynamical semigroups allows for the description of decoherence effects provided one considers the behavior in time of the so called coherences, that is to say the off-diagonal matrix elements of the statistical operator in a given basis, selected by the dynamics itself or by the observation which can be performed on the open system. For the considered massive particle interacting with some environment the natural basis are given by momentum or position. In order to describe both phenomena we obviously cannot neglect the momentum dynamics as implicitly done going over from Eq. (2) to Eq. (3) and Eq. (4). We therefore need a physical example of realization of the general structure Eq. (2), as given by the quantum version of the classical linear Boltzmann equation ${ }^{8,26-29}$. Such a master equation describes the dynamics of a quantum test particle interacting through collisions with a homogeneous gas, thus providing a quantum counterpart of the classical linear Boltzmann equation. For the case of a scattering cross section $\sigma(\boldsymbol{Q})$ only depending on the momentum transfer the equation can be written

$$
\begin{align*}
\mathcal{L}[\rho]= & \frac{n_{\text {gas }}}{m_{*}^{2}} \int \mathrm{~d} \boldsymbol{Q} \sigma(\boldsymbol{Q})\left[\mathrm{e}^{i \boldsymbol{Q} \cdot \mathrm{x} / \hbar} \sqrt{S(\boldsymbol{Q}, \mathrm{P})} \rho \sqrt{S(\boldsymbol{Q}, \mathrm{P})} \mathrm{e}^{-i \boldsymbol{Q} \cdot \mathrm{X} / \hbar}\right.  \tag{1}\\
& \left.-\frac{1}{2}\{S(\boldsymbol{Q}, \mathrm{P}), \rho\}\right],
\end{align*}
$$

with $n_{\text {gas }}$ the density of gas particles with mass $m, M$ the mass of the test particle, $m_{*}=m M /(m+M)$ the reduced mass, $S(\boldsymbol{Q}, \mathrm{P})$ a two-point correlation function of the gas known as dynamic structure factor and explicitly given by

$$
\begin{equation*}
S(\mathbf{Q}, \boldsymbol{P})=\sqrt{\frac{\beta m}{2 \pi}} \frac{1}{Q} \exp \left(-\frac{\beta}{8 m} \frac{\left(Q^{2}+2 m E(\boldsymbol{Q}, \boldsymbol{P})\right)^{2}}{Q^{2}}\right), \tag{2}
\end{equation*}
$$

with

$$
\begin{equation*}
E(\boldsymbol{Q}, \boldsymbol{P})=\frac{(\boldsymbol{P}+\boldsymbol{Q})^{2}}{2 M}-\frac{P^{2}}{2 M}=\frac{Q^{2}}{2 M}+\frac{\boldsymbol{Q} \cdot \boldsymbol{P}}{M} \tag{3}
\end{equation*}
$$

the energy transfer in the single collision and $\beta=1 /\left(k_{\mathrm{B}} T\right)$. We are not going to delve on details of the structure of such an equation. We only point out that it actually provides an example of translation-covariant master equation complying with the general mathematical result. We are however interested to show that such a structure actually describes decoherence phenomena in both momentum and position. In fact while the classical linear Boltzmann equation only describes dissipative effects, corresponding to the behavior of populations in momentum space, that is the diagonal matrix elements in the momentum representation of Eq. (1), the quantum master equation also describes coherences and therefore possibly interference phenomena and suppression thereof as a consequence of the dynamics, provided suitable quantum states given by linear superpositions states are considered.

Looking at coherence in momentum space implies considering coherent superpositions of momentum eigenstates. Such highly non classical motional states can show interference effects which are expected to be suppressed as a consequence of the interaction with the environment. As a consequence matrix elements of the form $\langle\boldsymbol{P}| \rho\left|\boldsymbol{P}^{\prime}\right\rangle$ are quickly suppressed for $\boldsymbol{P} \neq \boldsymbol{P}^{\prime}$, so that for long enough times the dynamics only affects the behavior of the probability density $\langle\boldsymbol{P}| \rho|\boldsymbol{P}\rangle$, and the master equation Eq. (1) goes effectively over to a classical rate equation for such a probability density. Due to the complexity of Eq. (1) obtaining an analytical solution is hardly feasible, so that the natural strategy is to numerically solve the master equation, relying on a so called unraveling of the master equation itself ${ }^{15}$, to be solved by means of Monte Carlo methods. In this case setting

$$
\begin{equation*}
V(\boldsymbol{Q})=\mathrm{e}^{i \boldsymbol{Q} \cdot \mathrm{x} / \hbar} \sqrt{\frac{n_{\mathrm{gas}}}{m_{*}^{2}} \sigma(\boldsymbol{Q}) S(\boldsymbol{Q}, \mathrm{P})}, \tag{4}
\end{equation*}
$$

one can consider the following stochastic differential equation for the stochastic wave vector $\psi(t)$

$$
\begin{align*}
\mathrm{d}|\psi(t)\rangle= & {\left[-\frac{1}{2} \int \mathrm{~d} \boldsymbol{Q} V^{\dagger}(\boldsymbol{Q}) V(\boldsymbol{Q})+\frac{1}{2} \int \mathrm{~d} \boldsymbol{Q} \| V(\boldsymbol{Q})|\psi(t)\rangle \|^{2}\right]|\psi(t)\rangle \mathrm{dt} } \\
& +\int \mathrm{d} \boldsymbol{Q}\left[\frac{V(\boldsymbol{Q})|\psi(t)\rangle}{\| V(\boldsymbol{Q})|\psi(t)\rangle \|}-|\psi(t)\rangle\right] \mathrm{dN}_{\boldsymbol{Q}}(t) \tag{5}
\end{align*}
$$

where the field of increments satisfies

$$
\begin{aligned}
\mathrm{dN}_{\boldsymbol{Q}}(t) \mathrm{dN}_{\boldsymbol{Q}^{\prime}}(t) & =\delta^{3}\left(\boldsymbol{Q}-\boldsymbol{Q}^{\prime}\right) \mathrm{dN}_{\boldsymbol{Q}}(t) \\
\mathrm{E}\left[\mathrm{dN}_{\boldsymbol{Q}}(t)\right] & =\| V(\boldsymbol{Q})|\psi(t)\rangle \|^{2} \mathrm{dt}
\end{aligned}
$$

so that indeed the solutions of the stochastic differential equation (5) provide unravelings of the master equation Eq. (1), in the sense that

$$
\rho(t)=\mathrm{E}[|\psi(t)\rangle\langle\psi(t)|] .
$$

Despite the formal complexity of Eq. (5), for initial states given by momentum eigenvectors one can develop a simple algorithm to study the dynamics of such states, essentially corresponding to the Gillespie algorithm ${ }^{30}$, leading to a pure jump process in momentum space. On similar grounds one can also study the dynamics of coherent superpositions of the form

$$
|\psi(0)\rangle=\alpha_{1}(0)\left|\boldsymbol{P}_{1}\right\rangle+\alpha_{2}(0)\left|\boldsymbol{P}_{2}\right\rangle
$$

with $\sum_{i=1}^{2}\left|\alpha_{i}(0)\right|^{2}=1$, which evolve in time according to

$$
|\psi(t)\rangle=\alpha_{1}(t)\left|\boldsymbol{P}_{1}(t)\right\rangle+\alpha_{2}(t)\left|\boldsymbol{P}_{2}(t)\right\rangle
$$

where again $\sum_{i=1}^{2}\left|\alpha_{i}(t)\right|^{2}=1$. An estimate of loss of coherence can be obtained studying the quantity

$$
C(t)=\mathrm{E}\left[\frac{\left|\alpha_{1}(t) \alpha_{2}^{\star}(t)\right|}{\left|\alpha_{1}(0) \alpha_{2}^{\star}(0)\right|}\right]
$$

As it turns out this measure for the coherence of the state in the momentum basis behaves for a constant scattering cross section approximately as ${ }^{31}$

$$
\begin{equation*}
C(t)=\exp \left[-\gamma\left(\left|\boldsymbol{P}_{1}-\boldsymbol{P}_{2}\right|\right) t\right] \tag{6}
\end{equation*}
$$

where the argument of the exponential is given by

$$
\gamma(P)=\Lambda(P)-\Lambda_{0} \frac{\operatorname{erf}(P)}{P}
$$

with

$$
\begin{equation*}
\Lambda(P)=\frac{n_{\text {gas }}}{m_{*}^{2}} \int \mathrm{~d} \boldsymbol{Q} \sigma S(\boldsymbol{Q}, \mathrm{P}) \tag{7}
\end{equation*}
$$

$\operatorname{erf}(x)=2 \pi^{-\frac{1}{2}} \int_{0}^{x} \exp \left(-t^{2}\right) \mathrm{d} t$ denotes the error function, and $\Lambda_{0}$ is a reference scattering rate given by $\Lambda_{0}=n_{\text {gas }} v_{\mathrm{mp}} 4 \pi \sigma$, with $v_{\mathrm{mp}}$ the most probable velocity for the gas particles. Eq. (6) clearly predicts an exponential loss of coherence in the momentum basis, depending on the relative distance in momentum space of the states making up the coherent superposition.

For the study of decoherence in position space we can follow a different strategy. Neglecting in Eq. (1) the dynamics of the momentum, we can replace the corresponding operator by a classical label $\boldsymbol{P}_{0}$ giving the mean value of the momentum of the incoming particle. The master equation then reads

$$
\begin{equation*}
\mathcal{L}[\rho]=\frac{n_{\text {gas }}}{m_{*}^{2}} \int \mathrm{~d} \boldsymbol{Q} \sigma(\boldsymbol{Q}) S\left(\boldsymbol{Q}, \mathrm{P}_{0}\right)\left[\mathrm{e}^{i \boldsymbol{Q} \cdot \mathrm{X} / \hbar} \rho \mathrm{e}^{-i \boldsymbol{Q} \cdot \mathrm{x} / \hbar}-\rho\right], \tag{8}
\end{equation*}
$$

corresponding to a particular realization of Eq. (4). Considering a constant scattering cross section and defining the rate $\Lambda\left(P_{0}\right)$ according to (7) one can introduce the following characteristic function

$$
\Phi_{S}(\boldsymbol{X})=\frac{n_{\text {gas }} \sigma}{m_{*}^{2} \Lambda\left(P_{0}\right)} \int \mathrm{d} \boldsymbol{Q} S\left(\boldsymbol{Q}, \mathrm{P}_{0}\right) \mathrm{e}^{i \boldsymbol{Q} \cdot \boldsymbol{X} / \hbar},
$$

so that the master equation (8) can be solved in the position representation as in (1), leading to

$$
\begin{equation*}
\langle\boldsymbol{X}| \rho_{t}|\boldsymbol{Y}\rangle=\exp \left(-\Lambda_{0} \frac{2}{\sqrt{\pi}}\left[1-\Phi_{S}(\boldsymbol{X}-\boldsymbol{Y})\right] t\right)\langle\boldsymbol{X}| \rho_{0}|\boldsymbol{Y}\rangle, \tag{9}
\end{equation*}
$$

where according to the general framework presented in Sect. 3 the characteristic function of a compound Poisson process appears. A suitable measure of decoherence is given in this case by

$$
D(t)=\frac{\langle\boldsymbol{X}| \rho_{t}|\boldsymbol{Y}\rangle}{\langle\boldsymbol{X}| \rho_{0}|\boldsymbol{Y}\rangle} .
$$

For a test particle slower than the gas particles, so that $P_{0} \ll M v_{\mathrm{mp}}$, one has

$$
\Phi_{S}(\boldsymbol{X}) \approx{ }_{1} F_{1}\left(1, \frac{3}{2} ;-4 \pi \frac{X^{2}}{\lambda_{\mathrm{th}}^{2}}\right),
$$

with $\lambda_{\mathrm{th}}$ the thermal de Broglie wavelength of the gas particles given by $\lambda_{\text {th }}=\sqrt{2 \pi \beta \hbar^{2} / m}$, and ${ }_{1} F_{1}$ the confluent hypergeometric function, so that

$$
D(t)=\exp \left(-\Lambda_{0} \frac{2}{\sqrt{\pi}}\left[1-{ }_{1} F_{1}\left(1, \frac{3}{2} ;-4 \pi \frac{X^{2}}{\lambda_{\mathrm{th}}^{2}}\right)\right] t\right)
$$

which for spatial distances above the thermal de Broglie wavelength $X \gamma \lambda_{\text {th }}$ is well approximated by a fixed decoherence rate $D(t)=\exp \left(-2 \Lambda_{0} t / \sqrt{\pi}\right)$, expressing the fact that for large enough distances off-diagonal matrix elements in the position representation are uniformly suppressed.

## 5. Conclusions and outlook

We have given a brief presentation of how quantum dynamical semigroups can be useful for the description of decoherence in quantum mechanics, as also pursued $\mathrm{in}^{32,33}$, coping in a quantitative way with experimentally realizable situations. This has been obtained relying on a characterization of translation-covariant quantum dynamical semigroups, leading to a quantum non-commutative generalization of the Lévy-Khintchine formula. When applied to the study of decoherence, neglecting dissipative phenomena, such a structure leads to a description of loss of coherence with a wide variety of possible behaviors, each corresponding to the characteristic function of a classical Lévy process. Despite pursued within the framework of the Markov assumption, thus supposing that the dynamics does not entail memory effects, the approach to the description of decoherence building on covariance properties, recently also followed $\mathrm{in}^{34}$, can be of more general validity, as it appears from recent results pointing to a generalization of the Lindblad structure for the description of a class of non-Markovian evolutions ${ }^{35}$.
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# MINIMUM BACK-ACTION MEASUREMENT VIA FEEDBACK 
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#### Abstract

Measurement is based on physical interactions between a system to be observed and a measurement device. Information about the system is transferred to the measurement device through the interactions and replaced to a visible information. Then, we read the visible data. As a consequence of measurement, the system is changed. Usually the change of the system is not critical for classical systems. For quantum systems, however, it is. In this paper, we introduce feedback design to reduce the change caused by measurement in the quantum setting. Moreover, this formulation is applied to coherence control for Bose-Einstein Condensates.


Keywords: Feedback control, Measurement back-action, Bose-Einstein Condensates.

## 1. introduction

A quantitative analysis of measurement back-action was initiated by Heisenberg. An inequality known as Heisenberg's uncertainty relation is now given in a different form from his original analysis and it is common knowledge that the inequality has nothing to do with measurement. The uncertainty relation is the inherent property of quantum systems which is derived from the noncommutatity of quantum variables (observables) and holds true without measurement. However, Heisenberg's observation on measurement back-action still has an interesting interpretation from control theoretical point of view.

Suppose that we want to measure the position of a particle such as an atom. We usually shine photons to the particle to make a measurement. If photons hit the particle, they are scattered and go to different directions from other photons. Then, we can measure the position of the particle by detecting the scattered photons or detecting other non-scattered photons.

As a result of scattering, the particle is kicked by the photons and changes its momentum. The precision of this position measurement is determined by the wavelength of the photons so that photons with short wavelength provide more precise information about the position of the particle. In this case, the particle is strongly kicked by scattering because such photons have high energy. Thus, there is a tradeoff between the amount of information we can obtain from measurement and measurement back-action.

Usually, this kind of influence from measurement is not seriously taken into account in a classical setting. However, if the scale of a system is small enough and detection methods are limited, the measurement back-action cannot be ignored. For example, let us consider a case where we want to measure the temperature of water in a small cup with a "big" thermometer. Suppose that the water temperature is $T>0$ and the thermometer is initially set to indicate zero. To measure the temperature, we stick the thermometer to the water. Then, the water and thermometer start to interact with each other and the heat of the water is transfered to the thermometer. After a long time, the total system, the water plus thermometer, is in an equilibrium state, and then, we read the thermometer. If the size of the thermometer was small, the effect of heat transfer would have been ignored. But it is not, now. Obviously, measurement outcomes are less than $T$ and the true value can never be obtained unless there are many sampled prepared in the same condition and we change the initial temperature of the thermometer adaptively.

This change of temperature is caused by a physical interaction between the water and thermometer, as in the case of the particle and photons, and thought of as measurement back-action. This seems to be unavoidable as long as measurement relies on physical interactions. However, it is actually possible to reduce the measurement back-action using feedback.

To see this, let us consider the case of the position measurement. We have measurement outcomes from the photon detector now. Thus, the estimates of the position and momentum of the particle after scattering can be obtained by calculating conditional expectations from the measurement outcomes. Then, we push the particle back to the original position and momentum by designing a control input from the estimates. These estimates are still subject to the uncertainty relation so that no control can break the uncertainty relation. However, the measurement back-action is reduced to some extent by this procedure.

In the case of the temperature measurement, we can obtain the estimate of temperature in the same way if physical properties of the thermometer
such as specific heat are known. If the indicator of the thermometer goes up, the water must be cooled down. Then, we can reduce this measurement back-action by heating up the water according to the estimate.

In this paper, we show measurement back-action reduction based on a simple idea given above. For simplicity, we consider quantum linear systems interacting with quantum stochastic noise such as an optical field in the free space. As an example, we introduce Bose-Einstein Condensates (BEC) systems. For a practical use of BEC, it is important to keep the coherence of atoms in the condensates. ${ }^{5}$ However, it is destroyed by nonlinear dynamics due to atom-atom collisions. This nonlinear effect can be eliminated by measurement and feedback control. ${ }^{6}$ Unfortunately, the measurement introduces another nonlinearity into the system in the same way as the position measurement described above. Then, it is required to reduce measurement back-action using another feedback control.

## 2. Intuitive model

### 2.1. A Simple Model

We first consider a linear system with a single variable to analyze the idea introduced in Introduction. Let us assume that the system is described as

$$
\begin{equation*}
d x=a x d t+b d w, \quad x(0)=0, \tag{1}
\end{equation*}
$$

where $w$ is a Wiener process and the second term represents the interaction with an external system which is a part of measurement. If the system is initially in a Gaussian state, it is characterized by the first and second moments. In particular, we are interested in the second moment because it is related to a quadratic cost functional. Note that in the present case, the second moment is equivalent to the variance of $x$. The second moment is given by a Lyapunov equation

$$
\begin{equation*}
\frac{d}{d t}\left\langle x^{2}\right\rangle=2 a\left\langle x^{2}\right\rangle+b^{2} . \tag{2}
\end{equation*}
$$

The second term of the right hand side is positive so that the interaction with the external system forces the second moment to increase. The solution is given by

$$
\begin{equation*}
\left\langle x^{2}(t)\right\rangle=e^{2 a t}\left\langle x^{2}(0)\right\rangle+\frac{e^{2 a t}-1}{2 a} b^{2} \tag{3}
\end{equation*}
$$

If the system is stable $a<0$, the second moment converges to $-b^{2} / 2 a$. In the example of the particle described in Introduction, the high precision measurement corresponds to a large $b$.

To reduce the effect of the interaction with the external field, we read measurement outcomes and estimate the state of the system. Let us assume that the measurement process is given as

$$
\begin{equation*}
d m=c x d t+d v \tag{4}
\end{equation*}
$$

where $v$ is another Wiener process independent of $w$. The expectation of $x$ conditioned on the measurement outcome $m, \widehat{x}:=\mathrm{E}[x \mid m]$, is fed back to the system with a gain $k$. Then, the system under measurement is described by a Kalman filter as ${ }^{1}$

$$
\begin{equation*}
d \widehat{x}=a \widehat{x} d t+k \widehat{x} d t+p c d \widehat{v} \tag{5}
\end{equation*}
$$

where $\widehat{v}$ is an innovation process defined as $d \widehat{v}=d m-c\langle x\rangle d t$ and $p:=$ $\left\langle(x-\widehat{x})^{2}\right\rangle$ is the mean square error satisfying a Riccati equation

$$
\begin{equation*}
\dot{p}=2 a p+b^{2}-(p c)^{2} \tag{6}
\end{equation*}
$$

From the definition of the conditional expectation, the second moment is decomposed to

$$
\begin{equation*}
\left\langle x^{2}\right\rangle=\left\langle\widehat{x}^{2}\right\rangle+p \tag{7}
\end{equation*}
$$

The effect of the interaction with the external field is reduced by minimizing the second moment $\left\langle x^{2}\right\rangle$. Note that $p$ is independent of the feedback control. Thus, the feedback is designed to reduce the first term. The solution is given by

$$
\begin{equation*}
\left\langle\widehat{x}^{2}(t)\right\rangle=e^{2(a+k) t}\left\langle\widehat{x}^{2}(0)\right\rangle+\int_{0}^{t} e^{2(a+k)(t-s)}(p(s) c)^{2} d s \tag{8}
\end{equation*}
$$

If the feedback gain $-k$ is very large, this quantity quickly converges to zero so that the second moment after the ideal control is approximated to the solution of the Riccati equation (6):

$$
\begin{equation*}
\left\langle x^{2}\right\rangle=p \tag{9}
\end{equation*}
$$

The difference between the Lyapunov equation (2) and Riccati equation (6) is the last term of (6). Note that it is always negative and corresponds to a reduction in the entropy of the system due to measurement. Thus, we can reduce the influence of the interaction with the external field by the amount of information we extract from the system by measurement. This measurement back-action reduction is optimal because no control can reduce the second moment less than (9).

### 2.2. Even Simpler Case

Here, let us assume $a=0$. In this case, corresponding to (2), the second moment of the state before applying feedback is expressed as

$$
\begin{equation*}
\frac{d}{d t}\left\langle x^{2}\right\rangle=b^{2} \tag{10}
\end{equation*}
$$

The solution is given by

$$
\begin{equation*}
\left\langle x^{2}(t)\right\rangle=\left\langle x^{2}(0)\right\rangle+b^{2} t . \tag{11}
\end{equation*}
$$

Under the same measurement process and feedback as the previous subsection, the conditional expectation is given by ${ }^{1}$

$$
\begin{align*}
d \widehat{x} & =k \widehat{x} d t+p c d \widehat{v},  \tag{12a}\\
\dot{p} & =b^{2}-(p c)^{2} . \tag{12b}
\end{align*}
$$

By taking a large feedback gain $-k \gamma 1$ as in the previous case, we can approximate the second moment after control to

$$
\begin{align*}
\left\langle x^{2}\right\rangle & =\frac{\left\langle x^{2}(0)\right\rangle\left(1+e^{-2 b c t}\right)+\frac{b}{c}\left(1-e^{-2 b c t}\right)}{\left\langle x^{2}(0)\right\rangle\left(1-e^{-2 b c t}\right)+\frac{b}{c}\left(1+e^{-2 b c t}\right)} \cdot \frac{b}{c} \\
& \rightarrow|b / c| \quad \text { as } t \rightarrow \infty . \tag{13}
\end{align*}
$$

Thus, the feedback control reduces the effect of measurement back-action for $t \gamma 1$ by the amount of

$$
\begin{equation*}
\left\langle x^{2}(0)\right\rangle+b^{2} t-|b / c|, \tag{14}
\end{equation*}
$$

which is a great improvement. Note that this inversely depends on $c$. If we extract a lot of information about the system (which corresponds to a large c), then the effect of measurement back-action is more reduced, as stated before.

## 3. BEC example

### 3.1. Model

Bose-Einstein Condensate (BEC) systems consist of many cold atoms. Basically, a BEC should be described as a multi-mode system. However, if all atoms are in a condensate state, their phases are synchronized so that they behave as a single particle. Then, it is relatively a good approximation to represent a BEC system with a single mode operator. ${ }^{3}$ Here, we denote the single mode by $a$ which satisfies a standard bosonic commutation relation $\left[a, a^{\dagger}\right]=1$.

The purpose of feedback is now to protect the system from decoherence. Suppose that the BEC system is initially prepared in a coherent state. Unlike photons, atoms interact with each other in the condensate. As a result, the initial coherence slowly disappears, and the BEC state is eventually destroyed. To keep the BEC state, we introduce feedback and eliminate the atom-atom interactions.

We use measurement for feedback design. Thus, we have to let the system interact with an optical field and obtain information about the system by detecting the outgoing optical field. Unfortunately, this destroys the coherence again for the same reason stated in Introduction. Then, we design another feedback to eliminate the decoherence from the optical field in the same way as the previous section.

Here is the detailed description of the system: The system is coupled to one quantum and two classical inputs. The quantum input is a quantum optical field represented by a mode operator $b$ and the corresponding output is measured by a homodyne detection system. Note that $b$ satisfies quantum Ito's formula, ${ }^{2,4}$ e.g., $d b d b^{\dagger}=d t$. The resulting photocurrent is used in two ways. One is to produce a proportional feedback signal $u_{1}$ which is designed to eliminate the atom-atom interaction, ${ }^{6}$ while the other is used for a feedback signal $u_{2}$ which is designed to reduce the influence of the interaction with the optical field.

Before the feedback is applied, the system is described by a Hamiltonian

$$
\begin{equation*}
H_{0}=k_{0} a^{\dagger} a^{\dagger} a a+\left(u_{1}+u_{2}\right) a^{\dagger} a, \tag{1}
\end{equation*}
$$

where the first term of the Hamiltonian $H_{0}$ represents the atom-atom interaction and the second one is the classical control term. The interaction between the system and optical field is given by

$$
\begin{equation*}
H_{\text {int }}=\sqrt{\gamma} a^{\dagger} a\left(b^{\dagger}+b\right), \tag{2}
\end{equation*}
$$

where $\gamma$ is a coupling constant. Due to this interaction, the information of the atom number $a^{\dagger} a$ is transferred to the quadrature of the optical field after interaction. Thus, we can measure the atom number by detecting the quadrature with a standard homodyne detector. The resulting output process is given by

$$
\begin{equation*}
d m=2 \sqrt{\gamma} a^{\dagger} a d t+d\left(b+b^{\dagger}\right), \tag{3}
\end{equation*}
$$

where $m$ represents measurement outcomes. The second term represents measurement noise which comes from the optical field.

The idea of feedback for eliminating the atom-atom interaction is based on this output equation. From (3), the measurement outcomes contain the
information of $a^{\dagger} a$. The first term of the Hamiltonian (1) can be canceled out by designing $u_{1}$ proportional to $m$ with an appropriate gain because $u_{1} a^{\dagger} a \sim k a^{\dagger} a^{\dagger} a a .{ }^{6}$ After this feedback, the resulting dynamics of the system is given by ${ }^{7}$

$$
\begin{align*}
d a & =\left(-\frac{|\lambda|^{2}}{2}+i u_{2}\right) a d t-\left(\lambda d b^{\dagger}-\lambda^{*} d b\right) a \\
d m & =2 \lambda_{r} a^{\dagger} a d t+\left(d b+d b^{\dagger}\right) \tag{4a}
\end{align*}
$$

where we have defined a constant $\lambda$ as

$$
\begin{equation*}
\lambda=\sqrt{\gamma}+i \frac{k_{0}}{\sqrt{\gamma}}:=\lambda_{r}+i \lambda_{i} \tag{5}
\end{equation*}
$$

Suppose that the center of the initial coherent BEC state is located at $\left(x_{0}, 0\right)$ in the phase space, i.e., $\left\langle a+a^{\dagger}\right\rangle=x_{0}$ and $-\mathrm{i}\left\langle a-a^{\dagger}\right\rangle=0$. Let us define new quadrature operators around the center as $a=\left(x_{0}+\xi\right)+i \eta$ and assume that $x_{0} \gamma 1$, which implies that the number of the trapped atoms is sufficiently large. In this approximation, the system dynamics and output process can be expressed as

$$
\begin{align*}
d \boldsymbol{\xi} & =B u_{2} d t+G d \boldsymbol{w}  \tag{6a}\\
d m & =C \boldsymbol{\xi} d t+D d \boldsymbol{w} \tag{6b}
\end{align*}
$$

Here we have introduced

$$
\begin{align*}
& B=\left[\begin{array}{c}
0 \\
x_{0}
\end{array}\right], \quad G=2 x_{0}\left[\begin{array}{cc}
0 & 0 \\
-\lambda_{i} \lambda_{r}
\end{array}\right],  \tag{7a}\\
& C=\left[\begin{array}{ll}
2 \lambda_{r} x_{0} & 0
\end{array}\right], \quad D=\left[\begin{array}{ll}
1 & 0
\end{array}\right] \tag{7b}
\end{align*}
$$

and

$$
\boldsymbol{\xi}=\left[\begin{array}{l}
\xi  \tag{8}\\
\eta
\end{array}\right], \quad \boldsymbol{w}=\left[\begin{array}{l}
w \\
v
\end{array}\right]
$$

where $w, v$ are noncommutative independent Wiener processes. ${ }^{2,4}$
The conditional expectation of $\boldsymbol{\xi}(t), \widehat{\boldsymbol{\xi}}(t)$, is given by

$$
\begin{align*}
d \widehat{\boldsymbol{\xi}} & =B u_{2} d t+\left(P C^{\dagger}+G D^{\dagger}\right) d \widehat{w}  \tag{9a}\\
\dot{P} & =G G^{\dagger}-\left(P C^{\dagger}+G D^{\dagger}\right)\left(P C^{\dagger}+G D^{\dagger}\right)^{\dagger} \tag{9b}
\end{align*}
$$

where $P:=\left\langle(\boldsymbol{\xi}-\widehat{\boldsymbol{\xi}})(\boldsymbol{\xi}-\widehat{\boldsymbol{\xi}})^{T}\right\rangle$ is the covariance matrix of the error and $\widehat{w}$ is the innovation process.

### 3.2. Performance of feedback

To see the effect of the feedback input $u_{2}$, let us consider the mean square costs of $\xi$ and $\eta$, respectively. By definition, the variance of the quadratures is decomposed into the variance of the conditional expectations and the mean square error as

$$
\begin{equation*}
\left\langle\|\boldsymbol{\xi}\|^{2}\right\rangle=\left\langle\|\widehat{\boldsymbol{\xi}}\|^{2}\right\rangle+\left\langle\|\boldsymbol{\xi}-\widehat{\boldsymbol{\xi}}\|^{2}\right\rangle, \tag{10}
\end{equation*}
$$

The second term of the right hand side is given by the covariance matrix $P$. From (9), each element of $P$ is given by

$$
\begin{align*}
& \dot{P}_{11}=-\left(2 x_{0}\right)^{2} \lambda_{r}^{2} P_{11}^{2},  \tag{11a}\\
& \dot{P}_{12}=\left(2 x_{0}\right)^{2}\left(\lambda_{r} \lambda_{i} P_{11}-\lambda_{r}^{2} P_{11} P_{12}\right),  \tag{11b}\\
& \dot{P}_{22}=\left(2 x_{0}\right)^{2}\left(\lambda_{r}^{2}+2 \lambda_{r} \lambda_{i} P_{12}-\lambda_{r}^{2} P_{12}^{2}\right) . \tag{11c}
\end{align*}
$$

From the first equation, the mean square error of $\xi$ is given by

$$
\begin{equation*}
P_{11}(t)=\frac{P_{11}(0)}{4 x_{0}^{2} \lambda_{r}^{2} P_{11}(0) t+1} . \tag{12}
\end{equation*}
$$

On the other hand, the conditional expectation of $\xi$ is given by

$$
\begin{equation*}
d \widehat{\xi}=2 x_{0} \lambda_{r} P_{11} d \widehat{w}, \tag{13}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\left\langle\widehat{\xi}(t)^{2}\right\rangle=P_{11}(0)-P_{11}(t) . \tag{14}
\end{equation*}
$$

From these relations and (10), the variance of $\xi$ is given by

$$
\begin{align*}
\left\langle\xi(t)^{2}\right\rangle & =\left\langle\widehat{\xi}(t)^{2}\right\rangle+P_{11}(t)  \tag{15}\\
& =P_{11}(0), \tag{16}
\end{align*}
$$

which is invariant. This implies that the coherence of the BEC in $\xi$-direction is preserved in time. Thus, we do not need to control $\xi$.

The other quadrature $\eta$ fluctuates due to the interaction with the optical field and needs to be controlled. Since the covariance matrix $P$ is independent of the input $u_{2}$, the second term of (10) cannot be changed and the feedback control is designed to reduce the first term. This is the same situation as the simple classical examples in Section 2. Thus, we consider a feedback input of the form

$$
\begin{equation*}
u_{2}=-k x_{0} \widehat{\eta}, \tag{17}
\end{equation*}
$$

where $\hat{\eta}$ is the conditional expectation of $\eta$ and $k$ is a feedback gain.

The conditional expectation $\widehat{\eta}$ obeys

$$
\begin{equation*}
d \widehat{\eta}=-k x_{0} \widehat{\eta} d t+2 x_{0} \lambda_{r}\left(P_{12}-\frac{\lambda_{i}}{\lambda_{r}}\right) d \widehat{w} \tag{18}
\end{equation*}
$$

Note that the initial condition of $\widehat{\eta}$ is the center of the initial state, i.e., $\widehat{\eta}(0)=0$. It is easy to see

$$
\begin{equation*}
\left\langle\widehat{\eta}(t)^{2}\right\rangle=\int_{0}^{t} d s e^{-2 k x_{0}(t-s)}\left[2 x_{0} \lambda_{r}\left(P_{12}(s)-\frac{\lambda_{i}}{\lambda_{r}}\right)\right]^{2}, \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{12}(t)=\frac{\lambda_{i}}{\lambda_{r}}\left(1-\frac{1}{1+\left(2 \lambda_{r} x_{0}\right)^{2} P_{11}(0) t}\right) . \tag{20}
\end{equation*}
$$

Note that $P_{12}(t)>0$ for $t>0$. On the other hand, $P_{22}$ can be represented as

$$
\begin{equation*}
\dot{P}_{22}(t)=\left(2 x_{0}\right)^{2}\left[|\lambda|^{2}-\lambda_{r}^{2}\left(P_{12}-\frac{\lambda_{i}}{\lambda_{r}}\right)^{2}\right] \tag{21}
\end{equation*}
$$

From these relations, the variance of $\eta$ from the center of the initial state is given by

$$
\begin{align*}
\left\langle\eta(t)^{2}\right\rangle= & P_{22}(0)+\left(2 x_{0}\right)^{2}|\lambda|^{2} t  \tag{22}\\
& +\int_{0}^{t} d s\left[e^{-2 k x_{0}(t-s)}-1\right]\left[2 x_{0} \lambda_{r}\left(P_{12}(s)-\frac{\lambda_{i}}{\lambda_{r}}\right)\right]^{2} .
\end{align*}
$$

If the gain of the feedback is sufficiently large, the fluctuation in the conditional expectation of $\eta$ can be reduced and the variance is approximately represented as

$$
\begin{equation*}
\left\langle\eta(t)^{2}\right\rangle \sim P_{22}(0)+\left(2 x_{0}\right)^{2}|\lambda|^{2} t-\frac{\lambda_{i} P_{12}(t)}{\lambda_{r} P_{11}(0)} . \tag{23}
\end{equation*}
$$

On the other hand, if $u_{2}=0$, the variance is given by

$$
\begin{equation*}
\left\langle\eta(t)^{2}\right\rangle=P_{22}(0)+\left(2 x_{0}\right)^{2}|\lambda|^{2} t . \tag{24}
\end{equation*}
$$

Thus, the variance is reduced by the amount of

$$
\begin{equation*}
\frac{\lambda_{i} P_{12}(t)}{\lambda_{r} P_{11}(0)}>0 \tag{25}
\end{equation*}
$$

subject to high gain feedback control. Note that this quantity is sensitive to the coupling constant with the optical field $\gamma$. If $\gamma$ is small, so is the fluctuation in the BEC state and it is easy to reduce the variance by feedback. If $\gamma$ is large, the fluctuation from the optical field is very strong and the control input $u_{2}$ can hardly reduce the noise. This is consistent with the example of
position measurement described in Introduction. The strong coupling constant $\gamma \gamma 1$ corresponds to photons with high energy. In this case, the BEC system is strongly kicked by the photons so that it is difficult to put the atoms back to the original position and momentum.

## 4. Conclusion

We have shown the possibility of feedback control for reducing the effect of measurement back-action. Measurement and feedback are useful to increase the potential of quantum systems in information technologies. Meanwhile, measurement destroys the systems, so we cannot obtain satisfactory performances of control sometimes. The BEC system is a good example of this case. A feedback loop is designed to cancel the nonlinear terms in the Hamiltonian which represent the atom-atom interactions in the BEC system and improve the coherence of the system. However, this measurement introduces another nonlinearity which destroys the coherence again. Then, we design another feedback loop which reduces fluctuation noise from the optical field. Combining these two loops, the performance of the BEC system is improved and the system holds its coherent properties longer than the single loop feedback control.
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