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Preface

With the wide application of such multimedia data as image, audio or video, media
content protection has become more and more necessary and urgent. As one of
the means to protect media content, multimedia content encryption has attracted
more and more researchers and engineers. Multimedia content encryption focuses
on the method that uses the cipher to design a multimedia encryption algorithm
or scheme. Thus, it is not to design a cipher, but to design an algorithm or scheme
based on the cipher. Until now, few books have mentioned multimedia content
encryption, and no books have given a thorough or current description of multime-
dia content encryption techniques.

The aim of this book is to give a detailed description and show the latest research
results on multimedia content encryption. The content includes not only multi-
media encryption’s brief history, performance requirements and applications but
also common and special encryption techniques, attacks, performance evaluations
and some other open issues.

From the brief history, you will understand the necessity of multimedia content
protection and learn some simple multimedia content encryption algorithms. From
the discussion of applications, you will learn about typical applications that are
needed to protect multimedia data. In the section on common and special encryp-
tion algorithms, you will be informed about various multimedia content encryp-
tion algorithms and their performances. From the section on attacks, you will learn
some typical attacks that are often used to break multimedia content encryption
algorithms, and principles for designing a secure multimedia encryption algorithm.
Finally, information about the difficulties in multimedia content encryption and
potential research topics is presented in a discussion of open issues.

This book will provide you with useful information whether you are a student,
academic researcher, industrial practitioner in a related area, E-commerce profes-
sional, I'T personnel of institutions or governments, a lawyer or law enforcement
personnel.
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Chapter 1

Introduction

1.1 Background

With the continuing development of both computer and Internet technology,
multimedia data (images, videos, audios, etc.) is being used more and more widely,
in applications such as video-on-demand, video conferencing, broadcasting, etc.
Now, multimedia data is closely related to many aspects of daily life, including
education, commerce, and politics. In order to maintain privacy or security, sen-
sitive data needs to be protected before transmission or distribution. Originally,
an access right control method is used, which controls access by authenticating
the users. For example, in video-on-demand, a user name and password are used
to control the browsing or downloading operations. However, in this method, the
multimedia data itself is not protected, and may be stolen during the transmis-
sion process. Thus, to maintain security, multimedia data should be protected
before transmission or distribution. The typical protection method is the encryp-
tion technique [1], which transforms the data from the original form into an
unintelligible form.

Until now, various data encryption algorithms have been proposed and widely
used, such as AES, RSA, or IDEA [1, 2], most of which are used in text or binary
data. It is difficult to use them directly in multimedia data, for multimedia data [3]
are often of high redundancy, of large volumes and require real-time interactions,
such as displaying, cutting, copying, bit rate conversion, etc. For example, the
image shown in Figure 1.1(a) is encrypted into that shown in Figure 1.1(b) by AES
algorithm directly. As can be seen, Figure 1.1(b) is still intelligible to some extent.
This is because the adjacent pixels in an image are of close relation which cannot
be removed by AES algorithm. Besides the security issue, encrypting images or
videos with these ciphers directly is time consuming and not suitable for real-time

—
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(a) Original (b) Encrypted

Figure 1.1 The image is encrypted by AES directly.

applications. Therefore, for multimedia data, some new encryption algorithms need
to be studied.

1.2 Definition

Multimedia content encryption means to adopt traditional encryption algo-
rithms or novel encryption algorithms to protect multimedia content. Generally,
a multimedia encryption system is composed of several components, as shown in
Figure 1.2. Here, the original multimedia content is transformed into the encrypted
multimedia content with the encryption algorithm under the control of the encryp-
tion key. Similarly, the encrypted multimedia content is decrypted into the original
multimedia content with the decryption algorithm under the control of the decryp-
tion key. Additionally, some attacks may be done to break the system and obtain

Encryption Decryption
key key

Original Encrypted Decrypted
media content media content media content

Figure 1.2  Architecture of multimedia encryption and decryption.
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the original multimedia content. Most of the research work focuses on efficient
encryption and decryption algorithms that are secure against attacks.

1.3 History

Multimedia encryption technology was first reported in the 1980s [4], and became
a hot research topic in the second half of the 1990s. Its development can be par-
titioned into three phases, raw data encryption, compressed data encryption, and
partial encryption.

Before the 1990s, few multimedia encoding methods were standardized. Most
multimedia data, such as image or video, were stored or transmitted in the raw
form. Multimedia encryption was based mostly on pixel scrambling or permuta-
tion. That is, the image or video is permuted so that the resulting image is unintel-
ligible. For example, space filling curves [4] are used to permute image or video
data, which confuse the relation between adjacent image pixels or video pixels.
European TV networks adopt the Eurocrypt [5] standard to encrypt TV signals,
which permutes each TV field line by line. These methods are of low computing
complexity and low cost. However, the permutation operation changes the relation
between adjacent pixels, which will make subsequent compression operations not
work. Thus, these encryption algorithms are only suitable for applications that need
no compression.

In the first half of the 1990s, with the development of multimedia technology,
some image, audio or video encoding standards were developed, such as JPEG,
MPEGI/2, etc. Generally, multimedia data are compressed before being stored or
transmitted. Thus, the permutation algorithms for raw data encryption are not suit-
able for these applications. Alternatively, novel algorithms that encrypt the com-
pressed data directly are preferred. For example, Qiao and Nahrstedt [6] proposed
the VEA algorithm that uses DES algorithm to encrypt video data. Romeo et al.
[7] proposed the RPK algorithm that combines a stream cipher and a block cipher.
These algorithms focus on the system security. However, because they encrypt all
the compressed data, the computing cost is high, which makes it difficult for large
volume data. Additionally, the file format is changed by the encryption algorithm,
which means the encrypted data cannot be played or browsed directly. Thus, these
algorithms are more suitable for secure multimedia storing than for real-time
transmission.

Since the second half of the 1990s, with the development of Internet technol-
ogy, multimedia applications created more requirements for real-time operation
and interaction. By encrypting only parts of the media data, the encrypted data
volumes can be greatly reduced, which improves the encryption efficiency. For
example, Cheng and Li [8] proposed the algorithm that encrypts only parts of the
data stream in wavelet transformed images or videos. Lian et al. [9] proposed an
algorithm that encrypts only parts of the parameters in Advance Video Coding,
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and Servetti et al. [10] proposed an algorithm that encrypts only the bit allocation
parameters in MP3 files. These algorithms encrypt the few parts that are significant
in human perception, while leaving the other parts unchanged. Thus, the real-
time requirement can be met. Additionally, the file format can be kept unchanged,
which benefits the transmission process.

1.4 Classification

During the past decades, various multimedia encryption algorithms have been
studied, which can be classified into various types.

According to the multimedia content to be encrypted, multimedia encryption
algorithms can be classified into three types, image encryption, audio encryption, and
video encryption. Generally, for different content, different encryption algorithms
should be adopted. In image or video encryption [11-14], the original image or video
is transformed into another image or video that is too chaotic to be understood by
human eyes. Similarly, in audio encryption [15, 16], the original audio content is
transformed into another content that is unintelligible to the human ear.

According to the encryption method, the algorithms can be classified into direct
encryption, partial encryption and compression-combined encryption. Generally,
different algorithms encrypt different data volumes and thus get different security
and efficiency. In direct encryption [6, 17], the multimedia content or compressed
content is encrypted with a novel or traditional cipher directly. In partial encryp-
tion [18, 19], only some significant parts of the multimedia content are encrypted,
while the other parts are left unencrypted. In compression-combined encryption
[20, 21], the encryption operation is combined with a compression operation, and
they are implemented simultaneously. Intuitively, direct encryption often encrypts
the largest data volumes, and thus, is of the highest security and lowest efficiency.
Partial encryption and compression-combined encryption reduce the encrypted
data volumes, and thus, get higher efficiency and lower security.

According to the properties of the encryption algorithm, they can be classi-
fied into perceptual encryption, scalable encryption and so on. Generally, differ-
ent encryption algorithms have different properties and are suitable for different
applications. In perceptual encryption [22, 23], multimedia content is encrypted
under the control of the encryption strength that determines the perceptibility of
the encrypted multimedia content. A typical case of perceptual encryption is secure
multimedia preview, in which the multimedia content is first encrypted with slight
encryption strength and decrypted after payment. In scalable encryption [24, 25],
the scalable multimedia content is encrypted layer by layer in a progressive manner
according to the significance of the layers. It can be used in secure media trans-
coding. When the encrypted media content is transmitted from the Internet to
bandwidth-limited mobile networks, the insignificant layers can be cut off directly
without decryption.
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1.5 Book Organization

This book covers various aspects of multimedia content encryption. First, the gen-
eral performance requirements of multimedia content encryption are presented
in Chapter 2, and the fundamental techniques of multimedia content encryption
are introduced in Chapter 3. Then, some information on encryption techniques
follows. The common encryption techniques, including complete encryption, par-
tial encryption and compression-combined encryption, will be investigated, ana-
lyzed and evaluated in Chapters 4, 5, and 6. The special encryption techniques,
including perceptual encryption, scalable encryption, commurtative encryption and
watermarking and joint fingerprint embedding and decryption, will be investigated
and analyzed in Chapters 7, 8, 9, and 10. Additionally, some attacks on multime-
dia content encryption are introduced in Chapter 11, and principles for design-
ing secure multimedia content encryption algorithms are proposed in Chapter 12.
Furthermore, some typical applications based on multimedia content encryption
are presented in Chapter 13. Finally, the open issues and hot topics in multimedia
content encryption are proposed in Chapter 14. Chapter 15 is a summary.
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Chapter 2

Performance Requirement
of Multimedia
Content Encryption

2.1 Introduction

Compared with text or binary data, multimedia data often has high redundancy,
large volumes, real-time operations, and compressed data of a certain format. All
these properties require that multimedia encryption algorithms satisfy certain
requirements. For example, because media content is of large redundancy, directly
encrypting it with a traditional cipher may not be secure enough. The relation
between encryption and compression should be investigated in order to avoid
changes in compression ratio. In some real-time applications, such as Live TV [1]
and mobile TV [2], encryption operations should be eflicient enough to avoid ser-
vice delay. Additionally, the encrypted multimedia data may be degraded by trans-
mission errors occurring in interactive services.

Some requirements of multimedia encryption are presented below. They cover
various aspects, including security, compression efficiency, encryption efficiency,
and format compliance. Additionally, for each performance criterion, some met-
rics are defined to measure it. These will guide the design of a good multimedia
encryption algorithm, and the metrics will provide the means for evaluating vari-
ous algorithms.

The rest of the chapter is arranged as follows. In Section 2.2, the security
requirement is presented together with some metrics. Then, the compression

N
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efficiency, encryption efficiency and format compliance are proposed in Sections
2.3, 2.4, and 2.5, respectively. Section 2.6 is a summary.

2.2 Security Requirement

Security is the basic requirement of multimedia content encryption. Different from
text/binary encryption, multimedia encryption requires both cryptographic secu-
rity and perceptual security. The former refers to security against cryptographic
actacks [3, 4], and the lacter means that the encrypted multimedia content is unin-
telligible to human perception. In the context of perceptual security, knowing only
parts of the multimedia data may be of little help in understanding the multimedia
content. Thus, encrypting parts of the multimedia data may be reasonable if the
cryptographic security is confirmed. Additionally, for some multimedia encryp-
tion applications, the encryption algorithm may be regarded as secure if the cost
for breaking it is no smaller than the one paid for the multimedia content. This is
different from traditional cipher for text/binary data encryption. For example, in
broadcasting, the news may be of no value after an hour. Thus, if the attacker can-
not break the encryption algorithm over the course of an hour, then the encryption
algorithm may be regarded as secure in this application.

2.2.1 Cryptographic Security

Cryptographic security is determined by the ability to resist the cryptanalysis
methods, including such attacks as differential analysis, related-key attack, and statis-
tical attack. Generally, a cipher should be thoroughly analyzed before it can be used
in practice. Some simple metrics can be used to measure the cipher’s resistance to
some typical attacks [4], for example, key sensitivity, plaintext sensitivity, and cipher-
text randomness. Generally, if the encryption algorithm is secure against most of the
attacks, we say that the encryption algorithm is of high security against cryptographic
attacks. Otherwise, the encryption algorithm is regarded as of low security.

2.2.1.1 Key Sensitivity

Key sensitivity is defined as the ciphertext’s changes caused by the key’s changes.
In a good cipher, the slight difference in the keys should cause great changes in the
ciphertexts. Set P = pyp; ... p,1> Co = o0Co1 -+ Con> Ci = 19011 «v- CLpp Ky =
kookoy - ko and Ky =k, ok, | ...k, be the plaintext, ciphertexts and keys, then
the key sensitivity (KS) can be computed by

s DIFGC)

n

x100%
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where Dif{) is defined as

Dz'f(CO,Cl) = Z (L‘O,l_ @ Cu)'

=0
Here, @ is the bit-XOR operation and C;y and C| are computed by

C,=E(P.K,)
C =E(P,K)
Dif (K,,K,)=1/n

Here, there is only one bit of difference between K and K. Generally, for a good
cipher, the value of KS is about 50%.

2.2.1.2 Plaintext Sensitivity

Similar to key sensitivity, plaintext sensitivity is defined as the changes in the
ciphertext changes caused by the changes in the plaintext. In a good cipher, the
slight difference in the plaintexts should cause great changes in the ciphertexts. Set
Py =poopor - Pow Pr=Propry - Prass Co=Copo1 - Consr G = 10610 ---
¢, and K'= kok, ... k,_, be the plaintexts, ciphertexts and key, then the plaintext
sensitivity (PS) can be computed by

Dif (C,.C))

n

PS= x100%,

where Dif{) is defined as
n—1
Dif(C,,C) =Y (e, ®c,,).
=0

Here, @ is the bit-XOR operation and C; and C) are computed by

C, =E(B,K)
C, = E(B,K)
Dif (P, P)=1/n
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Here, there is only one bit of difference between P and P,. Generally, for a good
cipher, the value of PS is about 50%.

2.2.1.3 Ciphertext Randomness

Generally, the ciphertext is quite different from the plaintext. As a good cipher,
the ciphertext often has such good randomness that makes it difficult for attackers
to find holes in the ciphertext’s statistical properties. Some metrics have been
reported for measuring randomness of a sequence [5]. Taking image encryption
for example, the histogram [6] can be used to tell the pixel distribution of a
cipher-image.
Set P=pp, ... ppyand C=cye; ... ¢, (0<p, ;< L—1,i=0,1,...,n—1) be
the plaintext and ciphertext, then the ciphertext’s histogram sequence H = Ayh; ...
b,y is computed by the following method.

For j=0toL -1

h; = 0;

End

For i =0ton-1
he, =he,+1;

End

The plaintext’s histogram can be computed by the same method. Generally, the
ciphertext’s histogram sequence is more similar to uniform distribution compared
with the plaintext’s histogram sequence. An example is shown in Figure 2.1, where
the image is encrypted by AES. As can be seen, the histogram of the cipher-image
is closer to uniform distribution than the plain-image histogram.

2.2.2 Perceptual Security

As has been pointed out, multimedia content encryption is different from text/
binary data encryption. There is much more redundancy in multimedia content,
which may make the encrypted content still understandable to some extent. Because
perceptual security refers to the ciphertext’s intelligibility, it can be measured by
both subjective and objective metrics.

2.2.2.1 Subjective Metric

In a subjective metric, given ciphertexts with different quality, scorers are invited to
comment on the ciphertexts’ quality level. The typical quality levels for a subjective
metric are listed in Table 2.1. Here, QLO denotes that the ciphertext’s content is
completely understandable, even is of good quality. In this case, the encryption is
not successful. QL1 denotes that only a few parts of the ciphertext’s content can be
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Figure 2.1 Histograms of plain image and cipher image.

understood. For example, only the shape is intelligible, while the texture is unclear.
In this case, the encryption is only suitable for some applications not requiring
high security. QL2 denotes that the ciphertext’s content is completely unintelli-
gible. In this case, the encryption is successful in perceptual aspects. Figure 2.2
shows encrypted images corresponding to different levels.

Table 2.1 Quality Level in a Subjective Metric

Quality Level

Corresponding Quality of Ciphertext

QLo
QL1
QL2

Completely understandable
Understandable
Not understandable
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Original

QL1 QL2

Figure 2.2 Ciphertexts corresponding to different quality levels.

2.2.2.2 Objective Metric

An objective metric provides more efficient test methods and is suitable for computer-
based analysis. Intuitively, it should depend on multimedia understanding tech-
niques, for example, image understanding. However, until now, no suitable metric
for multimedia content has been reported, except some metrics for multimedia
quality. Thus, the quality metrics can be used as the objective metric of ciphertext.
The typical metric for audio quality is signal-to-noise ratio (SNR) [7], and the one
for image is peak signal-to-noise ratio (PSNR) [8]. Taking PSNR, for example, the
computing method is introduced as follows.

PSNR is initially used to measure images’ quality losses caused by such opera-
tions as compression, noising, transmission errors, etc. It is computed by comparing
the original image and the operated image. Here, set P=pp, ... p,.;and C=cyc, ...
€, (0<p,c;<L—-1,i=0,1, ..., n— 1) be the plain-image and cipher-image, then
the cipher-image’s PSNR can be computed by

2

PSNRZ 1010g10 m,
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where MSE (mean square error) satisfies

1 n—1 ,
MSE = ;(ci 2.
Here, L is the image pixel’s gray level. For example, for an 8-bit image, L = 256.
Generally, the bigger PSNR is, the higher the cipher-image quality is. Thus, for a
good image encryption algorithm, the cipher-image’s PSNR should be small enough
for context protection.

Fractal dimension (FD) [9—-11] is another metric that can be used to measure the
quality of the encrypted multimedia content. It is originally used as the extracted
feature in multimedia understanding. Taking an image for example, the width and
height are regarded as two dimensions, and the pixel’s gray level can be regarded as
the third dimension. Because the pixels often have different gray levels, the com-
puted FD often ranges from 2 to 3. According to FD computing [9], the more ran-
dom the image pixels are, the bigger (closer to 3) the computed FD is. Considering
that there are similarities between adjacent image pixels, the FD of the original
image is often far from 3. Differently, after encryption, the image pixels become
random, and thus, the FD of the cipher-image is closer to 3. Figure 2.3 shows the
original image and cipher-image. As can be seen, the cipher-image with a bigger FD
looks more random than the original one. Thus, as a good multimedia encryption
algorithm, it should obtain the ciphertext with a big FD.

2.2.3 Security Level

According to cryptographic security and perceptual security, the algorithms can
be classified into three levels, as shown in Table 2.2. Here, SLO denotes that the
encryption algorithm obtains high security in both cryptographic aspect and per-
ceptual aspect (QL2). Encryption algorithms with this level of security are suitable
for applications requiring high security. SL1 denotes that the encryption algorithm
has high security in the cryptographic aspect and low security in the perceptual
aspect. This kind of algorithm should be improved. SL2 denotes that the encryp-
tion algorithm has low security in the cryptographic aspect and high security in the
perceptual aspect (QL2). Encryption algorithms with this level of security are suit-
able for applications requiring low security along with good performance in other
aspects, such as high efliciency and good error-robustness. SL3 denotes that the
encryption algorithm has high cryptographic security and low perceptual security
(QLO or QL1), or has low cryptographic security and low perceptual security (QLO
or QLI). Encryption algorithms with this level of security should be improved
before practical applications. Additionally, the power cost is closely related to the
security of the encryption algorithm [12-15]. Generally, the greater the cipher’s
computational complexity, the higher the power cost, and the higher the cipher’s
security.



14 ® Multimedia Content Encryption: Techniques and Applications

200,

Gray Level

~300

\\le/ 100
0
Width

Plain fractal map (FD = 2.65)

Gray Level

Cipher fractal map (FD = 2.93)

Figure 2.3 Fractal dimensions of the original image and cipher image.

Table 2.2  Security Level of Different Encryption Algorithms

Security Level Corresponding Performances
SLO High cryptographic security + high perceptual security (QL2)
SL1 High cryptographic security + low perceptual security

(QLO or QL1)
SL2 Low cryptographic security + high perceptual security (QL2)
SL3

Low cryptographic security + low perceptual security
(QLO or QL)
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2.3 Compression Efficiency

Multimedia data are compressed to reduce the storage space or transmission
bandwidth. Multimedia encryption may be applied to multimedia data before
compression, during compression or after compression, depending on the appli-
cations. However, in all cases, multimedia encryption algorithms should not
change the compression ratio or should at least keep the changes in a small range.
This is especially important in wireless or mobile applications, in which the chan-
nel bandwidch is limited. To evaluate the effects on compression ratio, we define
the changed compression ratio (CCR) as the ratio between the changed data
size and the original data size. Set the data size as R, when multimedia data are
not encrypted, and R, when multimedia data are encrypted. Then, CCR is
defined as

IR - R|

CCR = x100%.

0

According to the computed CCR, we can classify the encryption algorithm
into three types, as shown in Table 2.3. CLO denotes that the compression ratio is
unchanged (CCR = 0). CL1 denotes that the compression ratio is changed no more
than 10% (CCR < 10%). CL2 denotes that the compression ratio is changed greatly
(CCR > 10%).

2.4 Encryption Efficiency

Because real-time transmission or access is often required by multimedia appli-
cations, multimedia encryption algorithms should be efficient so that they don’t
delay the transmission or access operations. Generally, two kinds of method can
be adopted: the first is to reduce the encrypted data volume, and the other is to
adopt lightweight encryption algorithms. Considering that multimedia encryp-
tion is often used together with multimedia compression, we use the compara-
tive ratio between encryption and compression to measure the encryption speed.

Table 2.3 Compression Level Classification
According to CCR

Compression Level ~ Corresponding CCR

CLO CCR=0
CL1 CCR <10%
CL2 CCR>10%
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Table 2.4 Encryption Efficiency Level Classification
According to CCR

Efficiency Level Corresponding CCR
ELO ETR <10%
EL1 10% < ETR <50%
EL2 ETR > 50%

Let T¢p Tep, T and T} be the time of compression, decompression, encryption
and decryption, respectively. The encryption time ratio (ETR) is defined as

T +T
ETR=—E£—2 %x100%.

CE+ CD

According to the computed ETR, we can classify the encryption algorichm
into three levels, as shown in Table 2.4. ELO denotes that the encryption/decryp-
tion operation is very eflicient compared with the compression/decompression
operation (E7R < 10%), and does not affect real-time applications. EL1 denotes
that the encryption/decryption operation is efficient compared with the compres-
sion/decompression operation (10% < E7R < 50%), but it is not suitable for real-

time applications. EL2 denotes that the encryption/decryption operation is time
consuming (E7R > 50%).

2.5 Format Compliance

Multimedia data are often encoded or compressed before transmission, which pro-
duces data streams with some format information, such as file header, time stamp,
file tail, etc. The format information will be used by the decoders to recover the
multimedia data successfully. For example, the format information can be used
as the synchronization information in multimedia communication. The encryp-
tion operation may be done before, during or after compression, which may have
different effects on the multimedia format. According to whether they affect the
multimedia format, the encryption algorithms can be classified into three levels, as
shown in Table 2.5.

FLO denotes that the multimedia format is completely changed by the encryp-
tion operation. Thus, the encrypted multimedia content cannot be operated by such
simple operations as decoding, displaying, editing, etc. In this case, the encryption
operation is incompatable with the compression operation.

FL1 denotes that the format information is left unencrypted, and the encrypted
multimedia content can be operated by such simple operations as decoding, displaying,
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Table 2.5 Encryption Classification According to
Format Compliance

Format Level Corresponding CCR

FLO Incompliant

FL1 Keep synchronization

FL2 Support direct operations

cutting, pasting, etc. Encrypting the content except the format information makes
the encrypted data stream format-compliant, and it also keeps synchronization for
communication and improves the data stream’s error robustness to some extent.

FL2 denotes that the encrypted multimedia content can be operated directly
without decryption. In some applications, it will save on cost to operate directly on
the encrypted multimedia data, but not to do the triple operations of decryption-
operation-encryption. For example, the encrypted multimedia data can be recom-
pressed, the bit rate of the encrypted multimedia data can be controlled, the image
block or frame can be cut, copied or inserted, etc. If the encrypted multimedia data
can be operated by certain operations, then the corresponding encryption algo-
rithm supports the corresponding operations.

2.6 Application Suitability

As is known, there exist various multimedia-related applications, such as multimedia
storage, multimedia transmission, real-time interaction and wireless/mobile commu-
nication. Generally, different applications have different performance requirements.
Additionally, there are some contradictions between different performances.

In multimedia storage, multimedia data can first be encrypted then stored,
or first stored then decrypted. Since the encryption or decryption operation can
be implemented offline, the encryption algorithm’s efficiency is not so important.
Additionally, media data may be stored on hard disks, such as VCD, DVD, or CD,
and slight changes in data size may be acceptable. However, considering that media
data are stored for along time, which provides enough time for attackers, multimedia
encryption algorithms should be secure enough. Therefore, in the scenario of mul-
timedia storage, the encryption algorithm with high security is preferred.

In multimedia transmission, media data are delivered from the sender to the
receiver after they are encrypted, or they are decrypted after being received. Since
the encryption/decryption operation may be done online or offline, the encryp-
tion efficiency may be high or low. However, the transmission bandwidth is often
limited, which requires that multimedia encryption does not change compression
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ratio apparently. Thus, in the scenario of multimedia transmission, the encryption
algorithm with low CCR is preferred.

In real-time interaction, multimedia data are often encrypted, transmitted and
decrypted online in a real-time manner. Compared with general multimedia trans-
mission, real-time interaction requires that the encryption or decryption algorithms
should have high encryption efficiency in order to avoid service delay. Thus, in the
scenario of real-time interaction, the encryption/decryption algorithm with high
encryption efficiency and low CCR is preferred.

In wireless/mobile communication, transmission errors often happen in wire-
less channels, the transmission bandwidth is now still limited, and the mobile ter-
minal’s computational capability is often limited by the power. Thus, compared
with general multimedia transmission, wireless/mobile multimedia requires that
the encryption algorithm should keep the synchronization information in order
to resist transmission errors, not change data size apparently, and not cost much
power. Generally, the higher the cipher’s security is, the more the cipher’s com-
putational complexity is, and the more the power costs. Thus, in the scenario of
wireless/mobile communication, the encryption/decryption operation with format
compliance, low CCR, high encryption efficiency and low power cost is preferred.

2.7 Summary

In this chapter, performance requirements for multimedia encryption algorithms
are presented, together with some metrics. Different performances are required by
different applications, and the general performances include cryptographic secu-
rity, perceptual security, compression efficiency, encryption efficiency, and format
compliance. To test these performances, some metrics are defined, including key/
plaintext sensitivity, PSNR, changed compression ratio, encryption time ratio, etc.
They will be used to guide the design of multimedia encryption algorithms and also
to evaluate the encryption algorithms.
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Chapter 3

Fundamental Techniques

3.1 Introduction

Multimedia encryption techniques are closely related to some other techniques, such
as encryption techniques [1], multimedia compression [2], multimedia communi-
cation [3], and digital watermarking [4], etc. First, multimedia encryption aims
to encrypt multimedia content with encryption techniques, and thus, multime-
dia encryption is based on traditional encryption techniques. Second, multimedia
content is often compressed before transmission or storage in order to save cost in
space or bandwidth, and thus, multimedia encryption should consider the com-
pression operations, for example, before compression, during compression or after
compression. Third, multimedia content is often transmitted from the sender to the
receiver through multimedia communication techniques, and thus, the multimedia
encryption should satisfy different applications in multimedia communication.
Fourth, multimedia encryption is often combined with other techniques, such as
digital watermarking or fingerprinting, in order to protect some other properties of
multimedia content, for example, integrity, ownership, copyright, etc.

These techniques, including encryption techniques, multimedia compression,
multimediacommunication, anddigitalwatermarking,areintroducedin thischapter.
Some basic concepts are explained in brief, some terms are introduced with refer-
ences, and some architectures are described in detail.

3.2 Cryptography

Cryptography [1] provides various means to confirm content security in commu-
nication. The means include cipher, hash, digital signature, key generation, and
authentication, etc. Among them, the cipher transforms the original data into an

21
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unintelligible form under the control of the key, and it is often used to protect the
confidentiality of data. The hash generates a short string from the original data,
which is often used to protect the integrity of the data. Digital signature uses key-
based hash to generate a hash value for the data, and it is often used to detect
whether the operation is done by the correct owner or not. Key generation and
authentication provides some methods to generate and distribute multiple keys in a
communication environment.

Cryptanalysis focuses on the methods to analyze or break cryptographic means.
It provides some common or special methods to analyze the security of a cipher,
hash, digital signature or key generation/authentication algorithm. Generally, a
cryptographic method should survive all the cryptanalysis methods before it can
be used in practice.

The cipher and cryptanalysis are briefly introduced below. Additionally, the
encryption mode that defines how to use the cipher to encrypt the data will also
be reviewed.

3.2.1 Cipher

A cipher transforms the plaintext into ciphertext and recovers the plaintext from
ciphertext under control of the key. Here, the transforming operation and the recover-
ing operation are named encryption and decryption, respectively. The key is necessary
to decryption, because without the key, the plaintext cannot be recovered correctly.
Various ciphers have been reported to date, and some of them have been standard-
ized. According to their properties, the ciphers can be classified into different types.

3.2.1.1 Symmetric Cipher or Asymmetric Cipher

Generally, the decryption key can be same as the encryption key or different from
the encryption key. In the former case, the decryption operation is symmetric to the
encryption operation, as shown in Figure 3.1(a). They are defined as

C=E(P,K)
P=D(C,K)

Here, P, E(), K, Cand D() are the plaintext, encryption operation, key, ciphertext
and decryption operation, respectively. Thus, this kind of cipher is termed a sym-
metric cipher. In the second case, the decryption operation is not symmetric to the
encryption operation, as shown in Figure 3.1(b). They are defined as

C=E(P,K,)
P=D(C,K,)
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Figure 3.1 Architectures of symmetric cipher and asymmetric cipher.

Here, K and K}, are the encryption key and decryption key, respectively. This kind
of cipher is termed an asymmetric cipher.

For a symmetric cipher, the encryption key is the same as the decryption key.
Thus, the key K is only known to the sender and receiver, and it should be kept
private and not be made known to a third party. Otherwise, the ciphertext can be
decrypted and released by the third party. According to this property, a symmetric
cipher is also called a private cipher. Well-known symmetric ciphers include Data
Encryption Standard (DES) [5], Advanced Encryption Standard (AES) [6], Inter-
national Data Encryption Algorithm (IDEA) [7], etc. These are explained in the
next section.

For an asymmetric cipher, the decryption key is different from the encryption
key. Thus, the encryption key K; can be made public, while the decryption key X,
is kept private (only known to the receiver). If the sender or a third party knows only
the encryption key, he cannot decrypt the ciphertext. According to this property,
an asymmetric cipher is also called a public cipher. Compared with a symmetric or
private cipher, an asymmetric or public cipher is more suitable for key exchange in
a communication environment. Some public ciphers have been reported, most of
which are based on mathematical difficulties. For example, RSA [8] cipher is based
on the difficulty of factorization of large prime numbers, Elliptic Curve Cryptog-
raphy (ECC) [9] is based on the difficulty of the discrete logarithm problem, and
ElGamal encryption [10] is defined over any cyclic group; its security depends on
the difficulty of a certain problem related to computing discrete logarithms.
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Figure 3.2 Architectures of block cipher and stream cipher.

3.2.1.2 Block Cipher or Stream Cipher

Generally, the original data composed of N (V> 0) bits is partitioned into segments,
and all the segments are encrypted in order. According to the size of the segment,
the cipher can be classified into two types, block cipher and stream cipher. In the
former, the segment is a block composed of 7 (2> 0) bits, as shown in Figure 3.2(a).
Each block P, (i =0, 1, ..., N/n—1) is encrypted and decrypted according to

C =E(,K)
’ ’ (i=0,1---,Nln—1).

P =D(C.K)

Here, each block P, is composed of 7 bits, thatis, p; o p;, ... p;,i- In a stream cipher,
the plaintext is encrypted bit by bit, as shown in Figure 3.2(b). The encryption and
decryption operations are defined as

Pi = D(Ci’ki)
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Table 3.1 Some Typical Block Ciphers

Block Size
Block Cipher Key Size (bits) (bits)  Year
DES 56 64 1976
3DES 112 or 168 64 1978
AES 128, 192 or 256 128 1998
RC6 Minimum 0; maximum 2040, multiple of 8 bits; 128 1998
default 128 bits
Blowfish Minimum 32, maximum 448, multiple of 8 bits; 64 1994

default 128 bits
CAST-256 Minimum 128, maximum 256, multiple of 32 bits; 128 1998
default 128 bits

Here, the bit operation, such as XOR, is often used as the encryption/decryption
operation.

Many block ciphers have been reported. Most of them are based on computing
security. That is, the encryption or decryption operation is realized by complex
computing. The high computing complexity strengthens the cipher system and
improves the difficulty for an attacker. Some typical block ciphers [1] are listed in
Table 3.1. As can be seen, the block size of plaintext or ciphertext is 64 or 128 (bits).
The key size is often a multiple of 8 (bits). Among them, 3DES [11] and AES are
used more widely than others.

In stream cipher, the plaintext P is modulated by the random key sequence K.
The XOR operation often acts as the modulation operation. The research topic is
how to generate the random key sequence. Some random sequence generators have
been reported, such as linear feedback shift register (LESR) [12], the generator
based on block cipher [13], or the chaos-based generator [14]. In these generators,
the initial vector is required, which together with the key controls the random
sequence generation process. Some typical stream ciphers are listed in Table 3.2.
Such ciphers as RC4 [15], SNOW [16] or Rabbit [17] are often used in practice.

Table 3.2 Some Typical Stream Ciphers

Key Size  Initial Vector

Stream Cipher (bits) Size (bits) Year
RC4 8-2048 8 1987
A5/1 54 114 1989
SNOW 128 or 256 32 2003
Grain 80 64 2004
HC-256 256 256 2004

Rabbit 128 64 2004
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3.2.2 Encryption Mode of Block Cipher

Because block ciphers operate on the basis of blocks of a certain length (e.g., 64
bits or 128 bits), the encryption modes are defined to encrypt plaintext of variable
length. According to the connection between adjacent plaintexts, ciphertexts and

keys, the encryption mode is classified into several types. The typical modes [18]
include Electronic Codebook (ECB), Cipher-Block Chaining (CBC), Cipher Feed-
back (CFB), Output Feedback (OFB), Counter (CTR), etc.

3.2.2.1 ECB Mode

ECB is the simplest encryption mode, as shown in Figure 3.3(a). The plaintext is
partitioned into 7 blocks, and each block is encrypted independently. The decryp-
tion process is symmetric to the encryption process, and they are defined as

(G=0,1,--,n—1).

C =E(P,K)
P=D(C,K)

In this mode, the identical plain-blocks are encrypted into the same cipher-blocks.

3.2.2.2 CBC Mode

In the CBC mode, as shown in Figure 3.3(b), the 7th plain-block is modulated by
the 7 — Ith cipher-block before it is encrypted by the block cipher. The first plain-
block is modulated by the initial vector (IV). The decryption process is symmetric
to the encryption process, and they are defined as

C =E@&C_,K),C =1V
oo (i= 0,1, 2 —1),

P=D(C,K)&C_,C =1V

Thus, the identical plain-blocks may be encrypted into different cipher-blocks.

3.2.2.3 CFB Mode
In CFB mode, as shown in Figure 3.3(c), the ith plain-block is modulated by the

i — 1th cipher-block’s encryption result. The first plain-block is modulated by the
IV’s encryption result. The decryption process is symmetric to the encryption pro-
cess, and they are defined as

C =EC_.K)®P,C =1V
s / (i=0,1,n-1).

P=E(C_,K)®C.,C =1V
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Figure 3.3 Some typical encryption modes.

Thus, the encryption mode is similar to a stream cipher, and the identical plain-
blocks may be encrypted into different cipher-blocks.

3.2.2.4 OFB Mode

The OFB mode, as shown in Figure 3.3(d), is similar to the CFB mode, which
encrypts plain-blocks in a mode similar to a stream cipher. The difference is that the
block cipher’s output is feedback instead of the cipher-block. The encryption and
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decryption operations are defined as

C=FEUV,K)®P
i © (=01, n—1).

P=E(V,K)®C

Here, £(/V;K) means to encrypt IV with K for 7 times. Thus, the identical plain-
blocks may be encrypted into different cipher-blocks.

3.2.2.5 CTR Mode

In CTR mode, as shown in Figure 3.3(e), the plain-blocks are encrypted with the
mode similar to a stream cipher. Different from the CFB and OFB modes, the
CTR mode modulates each plain-block with the result produced by encrypting the
IV and a Counter. Here, the Counter changes with 7. The encrypton and decryp-
tion operations are defined as

" (G=0,1,-,m—1).
P =E(IV | Counter7, K) ®C,

{Ci =E({V || Counteri, K)® P
Since the Counter changes with 7, the identical plain-blocks may be encrypted into

different cipher-blocks.

3.2.3 Cryptanalysis

Cryptanalysis [19] provides the methods for breaking the cipher system. Gener-
ally, for a cipher system, the Kerckhoffs principle is satisfied: the attacker knows
the cipher itself, and the cipher’s security is determined by the private key. Thus,
the analysis methods aim to obtain the cipher’s private key under the condition
of knowing such information as ciphertext, plaintext, encryption algorithm, etc.
According to the information known by attackers, the cryptanalysis method can
be classified into various types.

B Ciphertext-only attack denotes the attack method works when the attacker
knows only a collection of ciphertexts.

B Known-plaintext attack denotes the attack method works when the attacker
has a set of plaintext-ciphertext pairs.

B Chosen-plaintext attack denotes the attack method works when the
attacker can obtain the ciphertexts corresponding to an arbitrary set of
plaintexts.

B Related-key attack denotes the attack method works when the attacker can
obtain the ciphertexts encrypted under two different keys.
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The difficulty of the attacks listed decreases in order. For example, the cipher is
easier to be broken by related-key attack than by ciphertext-only attack.

According to the attack method, the attacks can be classified into differential
analysis, linear analysis, integral analysis, related-key attack, etc.

B Differential analysis [19] is a widely used cryptanalysis method used to
break block ciphers, stream ciphers and hash functions. Generally, it studies
the relation between the differences in an input and the differences in the
corresponding output. In block cipher analysis, it exploits the differences
caused by iterated transformations, discovers some apparent behaviors, and
recovers the private key.

B Linear analysis is another widely used cryptanalysis method used to block
ciphers and stream ciphers. It tries to find affine approximations to the
action of a cipher.

B Integral analysis is an actack that is particularly used to break block ciphers
based on substitution-permutation networks. It is also named square attack
because it is originally a dedicated attack against square.

B Related-key attack [20] denotes any form of analysis method under the
condition that the attacker knows the relation between different keys. It
aims to obtain the private keys by analyzing the plaintext-ciphertext pairs
encrypted by the related keys.

Additionally, the cryptanalysis methods can be classified according to the use-
fulness of the cryptanalysis results, such as total break, global deduction, local
deduction, information deduction, etc.

B Total break denotes that the attacker recovers the private key.

B Global deduction means that the attacker obtains only a functionally
equivalent encryption/decryption algorithm but not the private key.

B Local deduction denotes that the attacker explores additional plaintexts or
ciphertexts not previously known.

B Information deduction means that the attacker gets some Shannon infor-
mation [21] about plaintexts or ciphertexts not previously known.

The recovered information decreases in the order listed. For example, the key is
recovered in total break while not in global deduction, the additional plaintexts or
ciphertexts are recovered in local deduction while not in information deduction.

3.3 Multimedia Compression

Multimedia data is often of large volumes, which is compressed before storage or
transmission in order to save space or bandwidth cost. For text or binary data,
various compression methods have been reported, such as Huffman coding [22],
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arithmetic coding [23], Golomb coding [24], run-length coding [25], LZW coding
[26], etc. They are constructed based on entropy theory [27]. Taking Huffman
coding, for example, the data sample that happens with high frequency is assigned
a short codeword, while the data sample that seldom happens is assigned a long
codeword. The encoded data stream can be decoded without loss. In contrast, in
image, audio or video, there is much more redundancy, which can be compressed
by entropy-based coding methods.

3.3.1 Audio Compression

Generic compression algorithms for text or binary data are not suitable for audio
data, for two reasons. First, audio data is composed of the samples in time order,
which has quite different properties compared with text or binary data. Second,
audio data should be used for real-time applications. Typical codecs have been
designed for audio data, such as DPCM [28], LPC [29], CELP [30], mp3 [31], AAC
[32], etc. According to the operation domain, they can be classified into two types,
time domain codec and frequency domain codec.

In time domain, the audio segment can be predicted with the adjacent segment,
which is often used to reduce the bit rate of the compressed audio signal. Typi-
cal compression methods include Differential Pulse-Code Modulation (DPCM),
Linear Predictive Coding (LPC) and Code Excited Linear Prediction (CELP).
DPCM is a lossless codec that encodes the Pulse-code Modulation (PCM) values as
differences between the current and the previous value. DPCM has been extended
and used in the standard wideband speech codecs, G.721 [33] and G.723 [34]. The
LPC uses a sound generator model to whiten the audio signal before quantization.
The linear prediction can reduce the data volumes to be encoded. The decoding
process uses the linear predictor to shape the quantization noise into the decoded
signal’s spectrum. The CELP uses the source-filter model of speech production
through linear prediction, and uses an adaptive codebook and a fixed codebook.
Compared with LPC, CELP obtains the audio signal with much better quality. It
has been extended to various codecs and used widely for speech coding.

Frequency domain methods compress audio signal greatly by making use of the
human psychoacoustic model. Generally, audio signal is partitioned into segments,
and the segments are encoded in order. First, the audio segment is transformed
by modified discrete cosine transform (MDCT) [31, 32] from time domain in
frequency domain. The transformation is also called analysis filterbank. Second,
the psychoacoustic model corresponding to the audio segment is computed. Third,
the parameters of the psychoacoustic model are used to control the quantization of
the frequency coefficients. The psychoacoustic model not only considers the audi-
bility of the audio content but also considers the bit rate of the compressed signal.
The typical codec includes MPEGI Layer 3 (mp3) and Advanced Audio Coding
(AAQ). Figure 3.4 shows the general architectures of encoder and decoder.
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Figure 3.4 General architectures of the encoder and decoder in the frequency
domain.

3.3.2 Image Compression

Various methods for image compression have been reported and widely used.
According to the loss property, they can be classified into two types, lossless com-
pression and lossy compression. In lossless compression, the encoded image can
be recovered without loss. Most of the typical lossless compression methods are
constructed based on entropy coding. For example, PCX image is encoded with
run-length coding [25], and GIF and TIFF images are encoded with the adaptive
dictionary algorithm LZW [26].

Compared with lossless compression, lossy compression causes quality degrada-
tion to the decoded image. The advantage is that it can obtain a higher compression
ratio. Such encoding methods as fractal coding [35] and vector quantization [36]
have been used in previous decades because of their high compression ratio. Fractal
coding is based on the assumption that there is self-similarity among an image.
The vector quantization encodes an image segment by segment through designing a
vector table. However, because natural images have various properties, these coding
methods cannot get the decoded image with high quality. Generally, they are often
used together with some other codecs.

Recently, compression methods based on transformation are used more widely.
These methods adopt the sensitivity of the human eyes to reduce the image data’s
bit rate. First, the image is converted from RGB color space to YCbCr space, and
the image data in Cb or Cr space is downsampled, because human eyes are more
sensitive to Y space than to Cb or Cr space. Second, the data is transformed from
space domain to frequency domain, which concentrates the energy on low fre-
quency. As shown in Figure 3.5, in encoding, the original image is transformed
into frequency domain, then quantized, and finally followed by entropy encoding.
In decoding, the image stream is decoded by entropy codec, then inversely quan-
tized, and finally inversely transformed. Generally, the transformation and quanti-
zation operations cause losses to image quality. The typical transformation includes
discrete cosine transformation (DCT) and wavelet. The entropy coding may be
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Figure 3.5 General architectures of image encoder and decoder based on
transformation.

run-length coding, Huffman coding or arithmetic coding. The typical codec based
on DCT is JPEG [37], which is the most widely used image compression stan-
dard. The codecs based on wavelet include Set Partitioning in Hierarchical Trees
(SPIHT) [38] and JPEG2000 [39]. Here, JPEG2000 is the latest image compres-
sion standard. Generally, in DCT-based codecs, the image is partitioned into 8 x 8
blocks, each block is transformed by 8 x 8 DCT, and the blocks are encoded one
by one. In wavelet-based codecs, the whole image is transformed by a wavelet trans-
formation, then the transformed image is partitioned into blocks, and the blocks
are encoded one by one.

3.3.3 Video Compression

Video is often composed of a continuous image sequence. According to this property,
video compression is constructed based on image compression. The simplest method
is to encode each image one by one, for example, MJPEG [40]. The apparent disad-
vantage is that the relation between adjacent frames is not used. Some video coding
standards have been published that combine transform coding and motion coding.
Here, transform coding denotes the transformation-based coding for images, whereas
motion coding means to encode the frame by referencing the adjacent frames. The
standards include H.261 [41], MPEG-1 [42], MPEG-2 [43], H.263 [44], MPEG-4
part 2 [45] and MPEG-4 AVC/H.264 [46]. Among them, H.261 was the first video
compression standard used in videoconferencing and videotelephony. MPEG-1 is
used for Video CD (VCD) while the video quality is low, MPEG-2 is used for DVD
and has been widely used in digital video broadcasting and cable distribution sys-
tems. H.263 is the improved version of h.261 and is used for videoconferencing,
videotelephony, and Internet video. MPEG-4 part 2 improves the quality of MPEG-2
and H.263 and has been used for Internet, broadcast, mobile phone, etc., and
MPEG-4 AVC/H.264 has wide compression capability and is gaining a wide variety
of applications.

For the coded based on both transform coding and motion coding, the typical
method is to partition the video into Groups of Pictures (GODPs), classify the images
in GOP into three kinds, i.e., I-frame, P-frame and B-frame, and encode each frame
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Figure 3.6 General architecture of a GOP.

with the image coding methods. As shown in Figure 3.6, the I-frame is encoded
independently of the method for image coding, for example, JPEG; the P-frame is
encoded by referencing the previous I-frame or P-frame; and the B-frame is encoded
by referencing the adjacent P-frame or I-frame.

Taking MPEG2 for example, the GOP encoding and decoding processes are
shown in Figure 3.7. In I-frame encoding, each block is encoded with DCT trans-
formation, quantization (Q), run-length encoding (RLE), and variable-length
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Figure 3.7 General architecture of GOP encoding and decoding.
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coding (VLC). In I-frame decoding, each block is decoded by variable-length
decoding (VLD), run-length decoding (RLD), inverse quantization (IQ), and
inverse DCT (IDCT). For the P- or B-frame, each block is encoded by motion esti-
mation (ME) and motion compensation (MC) besides DCT, Q, RLE, and VLC.
The frame buffer (FB) stores the previous frames that are used as the references. The
decoding of P- or B-frames is symmetric to the encoding process.

3.3.4 Scalable Coding

Scalable coding, also called progressive coding, generally refers to generating con-
tent with reduced quality by directly manipulating the bitstream without decom-
pression or recompression. It is especially useful for previewing images while
downloading them (e.g., in a web browser) or for providing variable quality access
to bandwidth-limited channels. For example, a TV program can be transmitted
from a cable transmission system to a mobile channel by cutting the bitstream
adaptively. Generally, there are several types of scalability.

B Temporal scalability: the content can be downsampled in time axis by
directly dropping some parts from the bitstream.

B Spatial scalability: the content’s spatial resolution can be reduced by directly
cutting some parts from the bitstream.

B Quality scalability: the content’s quality can be reduced by directly remov-
ing some parts in the bitstream.

Some existing codecs have these scalabilities. For example, an MPEG-2 codec
can encode video content into progressive layers that correspond to different qual-
ity. SPIHT encodes an image into the progressive bitstream that satisfies quality
scalability. JPEG2000 encodes an image into the progressive bitstream according
to spatial scalability and quality scalability. MPEG4 Fine Granularity Scalabil-
ity (FGS) [47] encodes a video into progressive layers with quality scalability and
temporal scalability. Scalable Video Coding (SVC) [48], constructing on MPEG4
AVC/H.264, produces a scalable bitstream with all the temporal scalability, spatial
scalability and quality scalability.

Additionally, the scalability may be measured by the granularity. For MPEG-2
codec, the media data is encoded into two layers, the base layer and the enhance-
ment layer. However, the enhancement layer is of large scalable granularity and can
only be cut completely. As shown in Figure 3.8(a), if only a part of the enhance-
ment layer is cut, the remaining enhancement part cannot be decoded. For MPEG4
FGS, the media data is encoded into two layers, a base layer and an enhancement
layer. In contrast, the enhancement layer is of fine scalable granularity and can
be cut arbitrarily. As shown in Figure 3.8(b), if only a part of the enhancement
layer is cut, the remaining enhancement part can still be decoded. For such codecs
as SPIHT or SVC, the media data is encoded into the scalable bitstream with
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Figure 3.8 The scalable granularity of different scalable codecs.

fine scalable granularity. As shown in Figure 3.8(c), the cutting operation does not
affect the correct decoding.

3.4 Multimedia Communication

Multimedia communication solves the problem of transmitting multimedia con-
tent from the sender to the receiver via various channels. Generally, the method
depends on the transmission networks and the application scenarios.

3.4.1 Transmission Network

Multimedia content can be transmitted over different networks using different
methods, such as unicasting [49], broadcasting [50], multicasting [51], or p2p [52],
as shown in Figure 3.9.

Unicasting denotes sending the content to a single destination. Because only
the sender and receiver join in the transmission, this transmission method can be
used to send personal information that is sensitive, such as the decryption key or
access right.

Broadcasting means to distribute content that can be received by every receiver
in the network. In this scenario, the sender needs only to send the content once,
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a) Unicasting b) Broadcasting
(c) Multicasting d) p2p

Figure 3.9 Different multimedia transmission methods.

and all the receivers can receive it. According to this property, the transmission
method is often used in services with a large number of customers, such as audio
broadcasting or TV broadcasting. The typical broadcasting network includes satel-
lite radio, satellite TV, cable TV, Internet, etc.

Multicasting is the trade-off between unicasting and broadcasting. It means to
transmit the content to a group of receivers simultaneously. It needs only to trans-
mit the content once, and all the receivers in the group can receive the content. The
typical application is for IP Multicasting that implements the multicasting func-
tionality on the IP routing level. The receiver requests the content by providing the
router’s address, and the sender delivers the content to the router corresponding to
the IP group address. This transmission method is suitable for video-on-demand
services in local networks.

Peer-to-peer (p2p) is different from the traditional server-client model. For
example, in such server-client models as FTP [53] file transfer, the clients initi-
ate the download/upload request, and the FTP server reacts to and satisfies the
request. In a p2p network, each peer acts as both “clients” and “servers” of the other
peers. This transmission method exploits the diverse connectivity and the cumula-
tive bandwidth of the network peers compared with traditional modes. Thus, it is
suitable for such applications as file sharing, telephony, IPTV, etc.

3.4.2 Application Scenarios

Different application scenarios need different transmission methods. The typical
application includes live TV [54], video-on-demand (VOD) [55], file downloading
[56], streaming media [57], etc.
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Live TV refers to television programming broadcast in real time. It is used espe-
cially for real-time news. Because the source content is produced in real time, the
transmission process should be as efficient as possible in order to keep the content
“live.” Typical Live TV systems include satellite systems, cable systems and mobile
TV systems.

Video-on-demand (VOD) provides customers the ability to select and watch
a video or clip over a network in an interactive manner. Here, the interactivity
includes the functionality of pause, fast forward, fast rewind, slow forward, slow
rewind, jump to previous or future frame, etc. Different from live TV, the content
is often recorded and stored at the sender side beforehand.

Videoconferencing allows two or more locations to interact via two-way video
and audio transmissions simultaneously. It has also been called visual collabora-
tion. In each location, the following devices are required: video input/output, audio
input/output, and data transmission channel. Thus, the core technologies are audio/
video compression and real-time transmission. Generally, compression rates of up
to 1:500 can be achieved, and the transmission network may be ISDN [58] or IP.

Streaming is a technique to provide real-time multimedia services. In these
services, the multimedia content can be decoded and displayed at the receiver side
during content delivery. Thus, it is different from such file transfer protocols as
FTP that needs to download the whole content before displaying it. The Real-time
Streaming Protocol (RTSP) [59], Real-time Transport Protocol (RTP) [60], and
the Real-time Transport Control Protocol (RTCP) [61] were specifically designed
to stream media over networks. A media stream can be on demand or live. On
demand streams are stored on a server for a long period of time, and are available to
be transmitted at a user’s request. Live streams are only available at one particular
time, as in a video stream of a live sporting event. Streaming media is widely used
in p2p or multicasting network.

Downloading means to download the media content from the sender and store
it at the receiver side, which is different from streaming. It is used in the scenario
when the media content needs to be stored or recorded. The typical application is
FTP or HTTP [62] that needs to download all the content before being able to edit
or display it. Real-time operation is important to streaming, but not required by
downloading,.

3.5 Digital Watermarking

Digital watermarking [4] is the technique of embedding some information into
multimedia content by modifying the media content slightly. The information,
called a watermark, can be extracted from the marked media content. Generally, a
watermarking algorithm has three properties [63], imperceptibility, robustness, and
security. Imperceptibility means that there is no perceptual difference between the
marked media and the original media. Robustness denotes the watermark’s ability
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Figure 3.10 Architecture of a watermarking system.

to survive some operations on the marked media, such as compression, adding
noise, filtering, etc. The security is determined by the ability to resist an unauthor-
ized watermark extractor.

A typical watermarking system is shown in Figure 3.10. The watermark embed-
ding process is defined as

C=E(P,W,K).

Here, K'is the key used to control the embedding process. For example, K'is used to
encrypt the watermark Whbefore embedding Winto P, or K'is used to select suitable
embedding positions from P. The marked media content C is modified into C" by
some operations, and then, the watermark extraction process is

W =D(C",K).

Digital watermarking can be used in various applications, such as ownership
authentication, content authentication, secret communication, etc. Additionally, a
watermark can be used to trace illegal distributors. For example, when the media
content is transmitted to the customers, the customer’s identification code is embed-
ded into the content. Thus, each customer obtains a unique copy containing his ID
code. As shown in Figure 3.11, the embedding process is defined as

C =E(P,W,K).

Here, W, is the ith customer’s ID code, C, is the ith customer’s media copy, and 7 =
0,1, ..., n—1.Ifa copy is redistributed to unauthorized customers, such as over the
Internet, the ID code can be extracted from the copy and identify the illegal dis-
tributor. Taking the ith copy for example, the customer code can be detected by

W =D(C,,K).

In this scenario, because the customer code acts as the watermark and can be used
to identify the customer, the technique is also named digital fingerprinting [64].
It is often used to design secure multimedia distribution schemes together with
encryption techniques [65].
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Architecture of a fingerprinting system.

3.6 Summary

The chapter introduces the basic techniques of multimedia content encryption,
including cryptography, multimedia compression, multimedia communication,
and digital watermarking. The concepts, terms and architectures presented in this
chapter will provide the basic for the following chapters.
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Chapter 4

Complete Encryption

4.1 Definition of Complete Encryption

Complete encryption is the algorithm that encrypts multimedia content completed
without considering format. As shown in Figure 4.1(a), this kind of algorithm
encrypts raw data or compressed data directly with traditional or novel ciphers under
the control of an encryption key. The decryption process is symmetric to the encryp-
tion process, as shown in Figure 4.1(b). Here, the symmetric cipher is preferred by
considering of media data’s large volumes and asymmetric cipher’s high computa-
tional complexity. The encryption system’s security and efficiency are determined
by the adopted cipher, while its effect on compression ratio and format compliance
depends on the relation between encryption operation and compression operation.

4.2 Classification of Complete Encryption

Some algorithms have been proposed to encrypt media data completely, which can
be classified into various types according to their properties.

First, according to the relation between encryption and compression, they can
be classified into two types, raw data encryption and compressed data encryption. In
raw data encryption, the media data is encrypted before it is compressed. Since the
encryption operation changes the performance of the multimedia data, for exam-
ple, the adjacent relation of image pixels, the compression ratio may be changed
greatly. In compressed data encryption, the media data is first compressed and then
encrypted. Because the compression operation reduces the data volume of original

43
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Figure 4.1 General architecture of complete encryption.

media data, the followed encryption operation saves much computational cost. They
will be presented in detail in Section 4.3.

Second, according to the properties of the encryption algorithm, they can be
classified into permutation algorithm, random modulation algorithm, confusion-
diffusion algorithm, and partial DES algorithm, etc. These will be introduced in
Section 4.4.

Third, according to the implementation, they can be classified into software-
based algorithms and hardware-based algorithms. Software-based algorithms are
easily updated, whereas hardware-based algorithms can provide high security and
computational efficiency. Thus, there is a trade-off between security and efficiency,
which will be presented in Section 4.5.

4.3 Encryption Algorithms for Raw
Data or Compressed Data

4.3.1 Raw Data Encryption

Raw data encryption algorithms encrypt raw data directly, which does not consider
the compression process. Generally two kinds of method are often used, permuta-
tion algorithms and confusion-diffusion algorithms.

Permutation algorithms permute the uncompressed multimedia data with the
control of an encryption key. For example, pay-per-view TV programming [1] is
scrambled by a permutation algorithm based on pseudorandom numbers. This algo-
rithm permutes the TV field line by line, and assigns each field a unique subkey.
Alternatively, Pseudorandom Space Filling Curves are used to change the scanning
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order of the image or video pixels [2], which reduces the intelligibility of the image
or video. In the algorithm, the scanning order is controlled by an encryption key
that determines the shape of the space filling curves. Additionally, chaotic maps are
used to permute the images or videos [3, 4]. Taking the coordinates of the image
or video pixels as the initial value of a chaotic map, the coordinates are changed
by iterating the chaotic map. The control parameters of the chaotic map act as
the encryption or decryption key. Furthermore, some mathematical transforms are
used to permute image or audio data, such as the magic transform [5] or Fibonacci
transform [6], which change the pixels’ position in the order controlled by the key.
These permuctation algorithms are of low computing or power cost, and often make
the permuted images unintelligible. However, they are not secure enough from a
cryptographic viewpoing; for example, they are not secure against select-plaintext
attacks [7]. They will be analyzed in detail in the next section.

Confusion-diffusion algorithms not only permute the pixels of multimedia data
but also change the amplitudes of the pixels. For example, block ciphers based on
chaotic maps [8-10] first permute the pixel’s position and then change the pixel’s
amplitude by diffusing the changes from one pixel to another adjacent one. These
algorithms are often of higher security than permutation algorithms, but of lower
efficiency than permutation algorithms.

In general, these raw data encryption algorithms decrease the understandability
of multimedia data through changing the adjacent relation among image pixels.
They are of low cost in terms of computing or power. However, they often change
the statistic properties of multimedia data, which will affect the following compres-
sion operation. Therefore, these algorithms are often used to encrypt multimedia
data that do not need to be compressed, such as TV signals, BMP images, audio
broadcasting, etc.

4.3.2 Compressed Data Encryption

A compressed data encryption algorithm, as shown in Figure 4.1, encrypts the com-
pressed data stream directly. The existing algorithms can be classified into two types:
data stream permutation algorithms and data stream encryption algorithms.

Data stream permutation algorithms permute the compressed data stream
directly. For example, Qiao and Nahrstedt [11] proposed that an MPEG1/2 video
stream can be permuted with a byte as a unit, for three reasons: first, it is convenient,
second, a byte is meaningless, and third, it is random. In this algorithm, the video
stream is often partitioned into segments and then permuted segment by segment.
The segment size determines the security level. That is, the bigger the segment is,
the higher the security. This kind of algorithm is of low cost, while also being of low
security. Thus, it is more suitable for applications that require real-time operation
with low security.

Data stream encryption algorithms encrypt the compressed data stream with
modified or novel ciphers. For example, Qiao and Nahrstedt [12] proposed VEA
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(Video Encryption Algorithm) that encrypts only the even half of plaintext with
DES and obtains the odd half through XOR-operation on the even half and the
odd half. Thus, the encryption time is reduced to nearly 46% compared with DES.
Tosun and Feng [13] extended the algorithm by partitioning the even half into two
halves again, and decreased the encryption time to nearly a quarter. Agi and Gong
[14] proposed a video encryption algorithm that uses the key stream produced by
DES algorithm to modulate the video stream bit by bit. Romeo et al. [15] proposed
an RPK algorithm that combines a stream cipher with a block cipher. Wee and
Apostolopoulos [16, 17] proposed an algorithm that encrypts the progressive data
stream with a stream cipher layer by layer. These algorithms are often of high secu-
rity and benefit from the traditional ciphers adopted. However, they change the file
format, which makes the encrypted data inoperable without decryption. Addition-
ally, because all the compressed data are encrypted, the efficiency is not very high.

4.4 Typical Encryption Algorithms

4.4.1 Permutation

Permutation is the one of the oldest encryption algorithms. It transforms the plain-
text into an unintelligible form by changing the adjacent relationship of the pixels.
Taking random pixel permutation, random line permutation and chaos-based per-
mutation for examples, we present their implementation in detail.

4.4.1.1 Random Pixel Permutation

Random pixel permutation changes the position of plaintext pixels under the con-
trol of a random sequence. Let P=p; p; ... py_1, C=coey ... cpyand S=sp8y ... sy
(0<5,<1,i=0,1, ..., N—1) be the plaintext, ciphertext, and random sequence,
respectively. Then, the example of the random pixel permutation process is denoted
by the following pseudo program.

Initialize C=P;
Temp=c,;
For i=1:N
j=Ffloor(s;*1);
Temp=c;;
C;=C;:
c;=Temp;
end

Here, floor(x) denotes the biggest integer no bigger than x. As can be seen, the per-
mutation operation only changes the position of the plaintext pixel, while keeping
the pixels amplitude unchanged, which can be seen in Figure 4.2(a). According to
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the implementation, this encryption method has low computational cost, and can
be used to encrypt arbitrary digital content. The pixel may be a bit in a string, a
sample in an audio sequence or a pixel in an image.

4.4.1.2 Random Line Permutation

Similar to random pixel permutation, random line permutation changes the posi-
tion of the plaintext lines under the control of a random sequence. Set P = p; p, ...
Py C=coey o eyyand S=155, ... 55 (0<5,<1,i=0, 1, ..., N—1) as the plain-
text, ciphertext, and random sequence, respectively. Here, p; or ¢; denotes the 7th line
in the plaintext or ciphertext. Then, a simple random line permutation process can
be denoted by a similar pseudo program:

Initialize C=P;
Temp=cC,;
For i=1:N
Jj=Floor(s;*i);
Temp=c;;
Cj=Ci>
c;=Temp;
end
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Figure 4.3 Examples of image permutation.

Here, floor(x) denotes the biggest integer no bigger than x. Thus, the permutation
operation only changes the position of a plaintext line, while keeping the pixel’s
amplitude unchanged, which can be seen in Figure 4.2(b). Similar to pixel permuta-
tion, this encryption algorithm is also of high efliciency. It can be used for not only
digital content, but also for analog media. For example, it has been used to encrypt
European TV programs by permuting the TV lines [1]. Figure 4.3 shows the image
encrypted by random pixel permutation or random line permutation. As can be
seen, the encrypted images are too chaotic to be understood, which maintains high
perceptual security.

4.4.1.3 Chaotic Map-Based Permutation

A chaotic map is a dynamic system that can be easily denoted by mathematical
equations [8—10]. Generally, for a chaotic map, the initial value acts as its input, the
control parameters determine its action, and the output is the sequence produced
by the iterated maps, as shown in Figure 4.4. It has some typical properties suitable
for data encryption. Given the initial value, the chaotic map generates the sequence
with random properties. The sequence is sensitive to the initial value, that is, two
initial values with a slight difference will cause great differences after multiple itera-
tions. Additionally, the sequence is very sensitive to the control parameters, that s,
different parameters produce different sequences.
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Figure 4.4 General architecture of a chaotic map.

As shown in Figure 4.4, a chaotic map is similar to a cipher. The initial value of
the chaotic map is regarded as the plaintext, the control parameters as the key and
the output sequence as the ciphertext. A chaotic map-based permutation uses the
chaotic map to permute the plaintext. Generally, the original position and permu-
tated position act as the plaintext and ciphertext, respectively; the area preserving
the chaotic map acts as the cipher, and the chaotic map’s parameters act as the key.
Area-preserving chaotic maps includes Cat map, Baker map, and Standard map, etc.
For example, in the unit square area, the Cat map shown in Figure 4.5 is defined as

(xm\ (1 b \(xk\
S R VAT P e

where 0 < x, y, < 1, £ is the iteration time, and 4, & are the control parameters
satisfying 0 < @, b < 1. This map is reversible. Similarly, the Baker map shown in
Figure 4.6 is defined as

(Zxk,)/k/Z), 0<x, < 1/2

X, = B(x,, = >
(e D) = B 7,) {(2)6/6—1,)//?/24—1/2), 1/2<x, <1

111

Figure 4.5 A Cat map.
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Figure 4.6 A Baker map.

where 0 < x, y, < 1, and £ is the iteration time. This map is reversible. A standard
map is defined as

Fat x,+ y, mod 27
= S(.X'k,)/k) = ) ,
Jin Y.~ qsm(x,? + yk)mod 21

where 0 < x, y, < 1, £ is the iteration time, and g is the control parameter that satis-
fies ¢ > 0. This map is reversible.

These chaotic maps should be discretized before being used for permutation.
Taking a Cat map, for example, in a square area M x M, the discrete Cat map is

defined as

(o) (1 s )k
O R VY P e

k+1

where (x;, y,) is the position of the pixel in the original square area and satisfies
0 < xio < M, k is the iteration time, 4, & are the control parameters satisfying
0<a, b <M (aand b are integers), and (x,,, y;,,) is the position of the pixel in the
permuted square area. Thus, 2 and & make up the key controlling the permutation
process. The inverse permutation process is defined as

(x) (1 6 Y )
U,:J:C CRRAE R b;JmOdM’

where C1() is the inverse function of C().

According to the chaotic map’s property, the pixel in the original square area can
be moved to another position far from its original position with the rise of iteration
time. Taking a 256 x 256-sized image, for example, the discrete Cat map with 2 =1
and & = 2 is used to permute it. The image permuted by seven iterations of the
chaotic map is more confused than one permuted by one chaotic map, as shown in
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Figure 4.7 Images encrypted by different numbers of chaotic map iterations.

Figure 4.7. Furthermore, the fractal dimensions of different images also prove it. Thus,
more iteration times should be used in order to improve the perceptual security.

Permutation algorithms are often of high encryption efficiency. The encrypted
content is often unintelligible. However, the permutation operation is fragile to
known-plaintext attacks and select-plaintext attacks. In these attacks, the compari-
son between plaintext and ciphertext is done to find the permutation principle.
Thus, to strengthen these algorithms, variable key encryption should be adopted.
That is, to encrypt different plaintexts with different keys.

4.4.2 Random Modulation

Random modulation is one of the simplest methods [18] of encrypting media con-
tent with sequential properties, such as audio sequences. In an audio sequence, the
audio samples are processed one by one, and an efficient operation is needed to meet
real-time applications. Random modulation changes the audio sequence with a ran-
dom sequence by making use of simple operations, such as bitwise XOR or module
addition. Among them, XOR is suitable for digital content, while module addition
is more suitable for analog content. As shown in Figure 4.8, the plaintext P=pp; ...
e is modulated into the ciphertext C = ¢y, ... ¢y, by the random sequence
R=ryr, ... rpy. If the media content is in digital form, then p;, ¢, 7, all are in bit
forms. And thus, the encryption operation and decryption operation are defined as

Ci:])l'@ki
pl_:cl_@kl_.
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Figure 4.8 Architecture of random modulation.

Otherwise, if the media content is analog, then p,, ¢, 7, all are in floating data. And
thus, the encryption operation and decryption operation are defined as

¢, =(p, +k)mod1l
)2 =(cl,—ki)mod1.

Taking the audio sequence in analog form, for example, the sequence is encrypted
by random modulation. Generally, the encrypted audio sequence is completely
unintelligible, as shown in Figure 4.9. Thus, this kind of encryption algorithm is
often of high perceptual security. Additionally, the encryption/decryption is time
efficient. However, for random modulation, its cryptographic security depends on

Encrypted x 10°

Figure 4.9 Results of random modulation-based audio sequence encryption
(peak signal-to-noise ratio = 8.67 dB).
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the random sequence generator. A good random sequence generator that produces
a long sequence with randomness can confirm the security of the cipher. Otherwise,
the cipher may be fragile to known-plaintext or select-plaintext attacks. However, to
date, no means have been developed to generate pure random sequences, and most
of the existing generators only produce pseudorandom sequences, which cannot
confirm the security of the cipher.

4.4.3 Confusion-Diffusion Algorithm

A confusion-diffusion algorithm encrypts the plaintext by 7 (» > 0) iterations,
each of which is composed of a confusion operation and a diffusion operation.
This encryption mode was first reported by Shannon [19], and has been used in
designing such strong block ciphers as DES, IDEA, and AES. These traditional
ciphers (DEA, IDEA, AES, etc.) often work on plaintext with small size (typically,
64 bits or 128 bits). Considering that multimedia data is often of large volume and
high redundancy, the ciphers supporting large plaintext size may bring some good
properties, such as high encryption efliciency and perceptual security. First, the
encryption operation may work pixel by pixel or byte by byte instead of bit by bit,
which may improve the computing efficiency. Second, plaintext with larger size is
dealt with together, which can reduce the redundancy between different plaintext
blocks.

One of the typical confusion-diffusion algorithms is constructed based on a
chaotic map [8-10]. As shown in Figure 4.10, in encryption, the plaintext is first
permuted by a chaotic map, then diffused by a diffusion function, and the two

P ¢
P, G

Chaotic map (Cg) /TT oy Inv Diffusion (Dp) 0 Iy
=3=3 =
= Iz

K; M; PEOK M; i
78 =g
=t . =i

Diffusion (Dg) ~ Inv Chaotic map (Cp) =

C

C P

(a) Encryption (b) Decryption

Figure 4.10 Architecture of the chaos-based confusion-diffusion algorithm.
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operations are repeated for 7 times. For the ith iteration, let P, M, and C, be the
plain-block, middle-block, and cipher-block, respectively. Then, the encryption

operations in the ith iteration are defined as

Mi :CE([?’Ki)
Ci = DE(Mz’Kz)

Here, the ith key X controls the ith permutation Cj and diffusion D operations.
The encryption operations are repeated from 0 to the 7 — 1th iteration.

The decryption is symmetric to encryption: the ciphertext is first inversely dif-
fused by the diffusion function, and then inversely permuted by the chaotic map,
and the two operations are repeated for 7 times. For each iteration, the decryption
operations are defined as

M =D, (C.,K)
]3 = CD(Mi’Ki) ‘
Here, the ith key K; controls the ith inverse permutation Cj, and inverse diffusion D),
operations. The decryption operations are repeated from the 7 — 1th iteration to 0.
The chaos-based permutation operation or inverse permutation operation has
been defined in Section 4.4.1.3. The size of the square area can be varied. For
example, if the image size is 256 x 256, then the square area of the chaotic map is
256 x 256.
The diffusion function spreads changes in one pixel to other pixels. The typical
diffusion function is based on XOR or exponential. Let M, be the ith pixel in the

original data, Q_, and Q, the 7 — 1th and 7th pixel in the diffused data, and L the
pixels gray level. For the one based on XOR, the diffusion function is

Q=M00Q,,

where Q_, is controlled by the key. The inverse diffusion function is
M=Q,0Q,,

Similarly, for the one based on exponential, the diffusion function is

Q =(M,+Q2 )mod L,

where Q_, is controlled by the key. And, the inverse diffusion function is

M, =(Q Q2 )mod L.
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Figure 4.11 Results of the encrypted image.

By selecting suitable parameters for the chaotic map and iteration time, the
cipher can obtain good performances in cryptographic aspect and perceptual aspect.
Generally, the preferred plaintext size is no smaller than 64 x 64. If a standard map
is used, the iteration time 7 should be no smaller than 4, if a Cat map is used, the
iteration time should be no smaller than 6, and if a Baker map is used, the itera-
tion time should be no smaller than 12. Taking N x N = 256 x 256, n = 6, Cat
map and exponential based diffusion function for example, the encrypted image
and the corresponding histogram are shown in Figure 4.11. The key sensitivity and
plaintext sensitivity corresponding to different values of 7 are shown in Figure 4.12.
For key sensitivity, the KS corresponding to every key bit (total 64 bits) is tested,
and for plaintext sensitivity, the PS corresponding to every plain-images pixel (total
256 x 256 pixels) is tested. As can be seen, the encrypted image is unintelligible, its
histogram is near in uniform distribution, the key sensitivity is near to 50% when
n is not smaller than 3, and the plaintext sensitivity is near to 50% when 7 is not
smaller than 6. These properties prove the cipher performs well in cryptographic
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Figure 4.12 Key sensitivity and plaintext sensitivity.

security and perceptual security. The encryption efficiency of the chaos-based cipher
is compared with that of 3DES. Generally, the bigger the NV is, the more eflicient
the chaos-based cipher is. When /V is no smaller than 128, the encryption time ratio
between chaos-based cipher and 3DES is no bigger than 10%.

4.4.4 Partial DES

As has been mentioned above, such traditional ciphers as DES, 3DES, or AES are
not suitable for media data encryption. They should be modified in order to obtain
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Figure 4.13 Architecture of partial AES encryption/decryption.

high perceptual security and encryption efficiency. The well-known modification is
the partial DES algorithm [12, 13]. This scheme encrypts only parts of media con-
tent with the strong block cipher, while encrypting the other parts by such simple
operations as XOR.

Figure 4.13 shows a simple example that encrypts only half of the media data.
First, original media data P is partitioned into two parts with the same length, P
and P,. Then, the two parts are encrypted into two cipher-parts, C; and C}, accord-
ing to the following method.

{Co = E(D,K)
¢,=por

Finally, C; and C, are combined together with the same manner in partitioning,
which produces the ciphertext C.

The decryption process is symmetric to the encryption process. First, the cipher-

text C'is partitioned into two parts, C; and C}, in the same manner. Then, the two
parts are decrypted into P and P, according to the following method.

{g:D@bm
=18
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Finally, ) and P, are combined together with the same manner in partitioning,
which produces the plaintext 2.

With this method, the encryption time is reduced to 46% compared with the
original complete encryption. The partial DES method can be extended from parti-
tioning two parts to partitioning 4, 8, ..., 27 parts. Thus, the encryption time can
be reduced to nearly 277 compared with the original complete encryption.

4.5 Security and Efficiency

Complete encryption is also termed format-independent encryption because it
regards multimedia data as binary data and encrypts multimedia data without
considering the file format. Generally, there is a trade-off between security and
encryption efficiency. The algorithms with higher security are often of higher
computing complexity. For example, traditional strong ciphers [20], such as
DES, IDEA, AES, RSA, etc., encrypt text or binary data directly without con-
sidering the file format. These ciphers have been included in the protocols IPSec
and SSL (Secure Socket Layer), and the package CryptoAPl. However, they are
often of high computational cost, and not suitable for real-time multimedia
applications or power-limited terminals. Alternatively, the random modulation
methods [18] are often based on stream ciphers that are implemented by simple
operations. Thus, they are efficient in implementation. However, their security
cannot be confirmed completely. To obtain the trade-off, some means are pro-
posed, among which hardware implementation and lightweight algorithm are
two typical solutions.

4.5.1 Hardware Implementation

To improve the encryption algorithms’ efficiency, hardware implementation is a suit-
able solution. Secure processing architectures are proposed in [21], which includes
an embedded processor, a cryptographic hardware accelerator, and a programmable
security protocol engine. For the core encryption algorithms, some experiments are
done to show their suitability. For example, hardware implementation of 3DES [22]
can obtain small area and reasonable throughput even though 3DES turns out to
be very source-consuming. It is suitable for some applications in WLAN (Wireless
Local Area Network). Compared with such block ciphers as 3DES, stream ciphers
have some good properties, such as immunity to error propagation, increased flex-
ibility, and greater efficiency. Some improved stream ciphers are implemented and
tested in hardware [23] such as WEP (Wired Equivalent Privacy), IWEP (Improved
Wired Equivalent Privacy) and RC4 (Ron’s Cipher #4) [24]. These hardware-
based stream ciphers have high efficiency and are suitable for real-time multimedia
communication even in a wireless/mobile environment. As can be seen, hardware
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implementation improves the cipher’s computing efficiency, but it also creates some
problems, for example, the high cost to update the algorithms.

4.5.2 Lightweight Encryption

Compared with hardware implementation, software implementation is cheaper and
more flexible for updates. For wireless applications, some lightweight encryption
algorithms have been proposed, such as WEP, IWED, RC2, RC4, RCS5, etc. The
software efficiency of RC2 and RC4 is tested in [25]. It is shown that software
implementation of these ciphers can meet the requirements of such wireless applica-
tions as multimedia e-mail, multimedia notes, telephone-quality audio, video con-
ferencing or MPEG video interaction, etc. The disadvantage is that their security is
limited by the efficient operation, and their performance is limited by the computer
system configuration.

4.6 Performance Comparison

As mentioned above, various complete encryption algorithms have been reported.
these algorithms are compared and listed in Table 4.1. According to their perfor-
mances in security, compression efficiency, encryption efficiency, format compliance,
and application suitability. For all the algorithms, if they are used to encrypt media
darta before compression, then the subsequent compression will be greatly affected,
and thus, the compression ratio change belongs to CL2. Otherwise, if they are used
to encrypt compressed media data, then they do not change the data size, and thus,
the compression ratio change belongs to CLO. Among these algorithms, permuta-
tion and random modulation have lower security compared with other algorithms,
confusion-diffusion and partial DES cost more time and power than other algo-
rithms, and hardware implementation and lightweight algorithms provide a better
trade-off between the various performances. According to their performances,
confusion-diffusion is suitable for multimedia storage, partial DES is suitable for
multimedia transmission, permutation or hardware implementation is more suit-
able for real-time interaction, and random modulation or lightweight algorithm is
more suitable for wireless/mobile communication.

4.7 Summary

In this chapter, some complete encryption algorithms are introduced, including
random permutation, random modulation, confusion-diffusion, partial DES, hard-
ware implementation, and lightweight algorithms. By analyzing their performances
in security, compression ratio, encryption efficiency, and format compliance, the
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suitable application scenarios are determined. This chapter is expected to provide
valuable information to researchers.
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Chapter 5

Partial Encryption

5.1 Definition of Partial Encryption

Partial encryption is the algorithm that encrypts only a part of the multimedia content
while leaving other parts unchanged. As shown in Figure 5.1(a), multimedia data is first
partitioned into two parts, then, one part is encrypted by traditional or novel ciphers
under the control of the key, and the other part is not changed, and finally, the two
parts are combined together. The decryption process is symmetric to the encryption
process, as shown in Figure 5.1(b). In practice, media content is composed of various
parts. Let the original media content P be partitioned into 7 parts, that is, P, P, ...,
Pry. Then, in partial encryption, only 7 (0 < 7 < V) parts are encrypted according to

C =E(P.K), i=01l...n—1,

where C,, K, E() are the ith (=0, 1, ..., n — 1) cipher-part, key, and encryption
algorithm, respectively. Typically, different parts can be encrypted with the same
key or same encryption algorithm. Thus, the encrypted media content C is com-
posed of Cy, C, ..., C,_yand P, P, ..., Py Similarly, in decryption, only 7

parts are decrypted according to
P= Di(Ci,I(l,), i=0,1,...,n—1,

where K;and D) are the 7th (=0, 1, ..., n— 1) key and decryption algorithm, respec-
tively. Typically, different parts can be decrypted with the same key or same decryption
algorithm. Thus, the decrypted media content P is composed of Py, Py, ..., and Py_.
As can be seen, a partial encryption scheme aims to improve the encryption
efficiency by reducing the volume of encrypted data. However, the security is often
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Figure 5.1 Architecture of partial encryption/decryption.

an open issue in this scheme. The efficiency and security depend on two key steps,
that is, data partitioning and part selection.

5.1.1 Data Partitioning

The media data can be partitioned according to various aspects, for example, the
coding parameters, the object-background, the blocks, or the encoding layers. Thus,
the “part” may denote the parameter, object, block or coding layer, etc.

Considering that media data may be encoded into the data stream composed
of various coding parameters, the data stream can be partitioned into different
parts, and each part corresponds to a coding parameter, as shown in Figure 5.2(a).
Then, the partial encryption is carried out by encrypting only some important
parameters. For example, in video coding based on MPEG2 [1], the encoded data
stream is composed of such parameters as syntax information, DCT coefficients
and motion vector.

An encryption scheme with an object or background as a “part” is shown in
Figure 5.2(b), where the media content, e.g., image or video, can be partitioned
into objects and background. Intuitively, this partitioning may work in the spatial
domain. For example, in such codecs as JPEG2000 [2] or MPEG4 [3], the region-
of-interest coding or object-based coding provide the convenience to encrypt only
the important objects. As an example, only the background is encrypted, while
other objects are left unchanged.

An encryption scheme with a data block as a “part” is shown in Figure 5.2(c),
which is suitable for block-based encoding, such as JPEG [4], MPEG2 or H.263
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Figure 5.2 Various data partitioning in partial encryption.
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[5]. In these codecs, the media data is partitioned into data blocks, and the blocks
are encoded one by one. In partial encryption, only some blocks are encrypted with
a cipher, while the other blocks are left unchanged. This encryption scheme can be
combined with these media compression codecs.

An encryption scheme with a data layer as a “part” is shown in Figure 5.2(d),
which is suitable for progressive encoding, such as EZW [6], SPIHT [7], JPEG2000,
MPEG4, or SVC [8]. These encoding processes encode multimedia data into pro-
gressive data streams. By encrypting some of the layers, multimedia data can be
encrypted into unintelligible forms. For example, only the base-layer stream is
encrypted, while the others are left unencrypted.

5.1.2 Part Selection

Part selection means to select suitable data parts from the partitioned ones, which
will be encrypted by a cipher. Generally, part selection should consider two perfor-
mances, that is, encryption efficiency and security. For efficiency, the fewer the data
parts that are encrypted, the higher the encryption efficiency that can be obtained.
For security, the more the data parts are encrypted, the higher the system’s security
is. Thus, the trade-off between efficiency and security should be considered.
Considering only the security, there are some principles for selecting the data parts.

B First, the encrypted data part should be independent from the unencrypted
part. It avoids having to deduce the encrypted part from the unencrypted
part. Thus, for the attacker, knowing the unencrypted part provides little
help in recovering the encrypted part.

B Second, the encrypted data part should be significant to human perception.
Intuitively, the data part that is sensitive to media content’s intelligibility is
preferred to be encrypted. Thus, encrypting the sensitive data part makes
the media content unintelligible.

B Third, the data part should be encrypted by a strong cipher with high
security. Although a strong cipher has high computational complexity and
requires much time, the system’s encryption efficiency can be maintained
by reducing the number of encrypted parts.

5.2 Classification of Partial Encryption

Various partial encryption algorithms have been reported, which can be classified
into different types according to different properties. According to the type of mul-
timedia data, existing partial encryption algorithms can be classified into partial
audio encryption, partial image encryption, and partial video encryption. Accord-
ing to the relation between encryption and compression, the algorithms can be clas-
sified into partial encryption for raw data, partial encryption during compression,
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and partial encryption for compressed data. According to the encryption operation,
the algorithms can be classified into permutation-based encryption, stream cipher-
based encryption and block cipher-based encryption. The typical algorithms for
image, audio, or video are introduced and analyzed in detail below.

5.3 Partial Image Encryption

For image data, the partial encryption algorithms can be classified into three types
according to the relation between the encryption operation and the compression
operation. These are raw image encryption, partial image encryption during com-
pression, and partial encryption of the compressed image.

5.3.1 Raw Image Encryption

For the raw image, the data partitioning can be done with respect to bit-planes or
objects. In the former case, the image is partitioned into bit-planes, that is, from the
most significant one to the least significant one. Thus, L most significant bit-planes
are encrypted, while the other V- L ones are left unencrypted. The architecture of
the partial encryption scheme is shown in Figure 5.3. Taking the image with 8 bit-
planes (8-bit gray level) for example, the image encryption algorithm obtains high
security when more than 4 bit-planes are encrypted, as shown in Figure 5.4. Here,
the bit-planes are encrypted with AES cipher. However, the selection of the number
of encrypted bit-planes varies with image content [9], which makes it difficult to
give a common number that is suitable for all natural images.

In the second case, the image is partitioned into objects and background [10].
Here, the objects denote the meaningful things in the image, including the person’s
face, car, animal, plane, etc., while the background denotes the things that are
not noted, for example, the sky, river, highway, etc. Thus, the partial encryption
scheme can encrypt only the objects in the image. Seen from the example shown

L/ yo 4

Figure 5.3 Architecture of bit-plane encryption.
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(a) Original (b) Encrypted

Figure 5.4 Bit-plane encryption of raw images.

in Figure 5.5, only the person’s face is encrypted in an image, and thus, the image
has no commercial value.

5.3.2 Partial Image Encryption during Compression

During image compression, some parameters can be encrypted before being pro-
cessed by the subsequent operations. These methods reduce the volume of the
encrypted dataand improve the encryption efficiency. However, since the encryption

(a) Original (b) Encrypted

Figure 5.5 Object encryption of raw images.
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operation changes the properties of the parameters, the subsequent operations may
cause great changes to the compression ratio. Partial encryption algorithms during
run-length coding and wavelet-based encoding are introduced below.

5.3.2.1 Partial Encryption in Run-Length Coding

Run-length coding is used for PCX images [11]; it compresses the image by making
use of the relationship between adjacent pixels. For an image, each of its lines is
encoded with run-length coding that produces the (Level,Run) pairs. Here, Level
denotes the pixel’s gray level, and Run denotes the number of adjacent pixels that
have the same Level. The partial encryption scheme encrypts only the Run in each
(Level,Run) pair.

Suppose each image line is composed of V pixels, and it is encoded into the
(Level,Run) pairs, that is, (xy,p0), (x;,p1)s <. (x,_ 1,p,_1). Here, 0 < p, <64 (=0,
I, ...,n—=1),and py+ p, + ... + p,_, = N. Then, the encryption process shown in
Figure 5.6 is defined as

¢, = E( pl,,K ).
Here, E() is a cipher, K is the key and ¢, is the encrypted run. Then, the encrypted
data stream is composed of the pairs, that is, (x,,¢,), (x;,¢)), ..., (x,_,c,_1). Here, 0
<¢<64(i=0,1, ..., n—1). The decryption process is symmetric to the encryption
process. That is, the (x,c;) pairs are decrypted by

p,= D(L‘l,,K ).

Here, D() is the decryption operation symmetric to £().
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Figure 5.6 Partial encryption in run-length coding.
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(b) Encrypted

Figure 5.7 Images encrypted by the run-length encryption algorithm.

Because this encryption algorithm changes the Runs in the (Level,Run) pairs,
the adjacent relation between image pixels is greatly changed, which makes the
encrypted image unintelligible. Figure 5.7 shows some images encrypted by this
algorithm. Here, the stream cipher, RC4, is used as the functions £() and D).
Note that, if the (Level,Run) pairs are further encoded with a subsequent entropy
coding, the compression ratio will be changed greatly. That is the algorithm’s main
disadvantage.

5.3.2.2 Partial Encryption in Wavelet-Based Codec

Wavelet transformation is often used in image coding, which has such properties
as multiresolution composition. Typical codecs are EZW, SPTHT and JPEG2000.

Coefficient
permutation

T

|

|

ergmal Wavelet ‘ Quantization ) Entrf)py E.ncoded
image transformation } coding image

|
|
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Sign

encryption

Figure 5.8 Partial encryption in wavelet-based codec.
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(a) Sign encryption
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(b) Band permutation

Figure 5.9 Sign encryption and band permutation of wavelet coefficients.

Generally, the image is first transformed by discrete wavelet transformation, then
quantized, and finally encoded with entropy coding. Encryption operations, such
as sign encryption and coefficient permutation, are often inserted between quanti-
zation and entropy coding, as shown in Figure 5.8.

Sign encryption means to encrypt the sign bits of the wavelet coefficients with
a cipher, as shown in Figure 5.9(a). If the coefficient is smaller than 0, then its sign
bit is denoted by 0, otherwise, by 1. Thus, the sign-bits can be extracted from the
coefficients, encrypted by traditional ciphers and returned to the corresponding
coefficients. In the existing wavelet-based codecs, the sign bits are often encoded
independently, and thus, sign encryption does not change the compression ratio.
Considering that, after quantization, most of the coeflicients in high frequency
become zeros, the sign bits to be encrypted will be greatly reduced, and thus, the
security will be decreased.

Coeflicient permutation means to permute the coefficients in the frequency
bands with existing permutation methods. The coeflicients’ positions are permuted
in each frequency band or subblock. Here, the frequency band may be partitioned
into subblocks. For example, Uehara [12] proposed an algorithm that permutes
wavelet coefficients in different frequency bands. Zeng and Lei [13] proposed an
algorithm that permutes wavelet coefficients in each subblock. Lian, Sun, and Wang
[14] proposed an algorithm based on SPIHT codec, which permutes the coefficients
in a tree-based structure. Taking two-level wavelet transformation for example,
the transformed image is composed of seven frequency bands, that is, LL,, LH,,
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HL,, HH,, LH,, HL,, and HH,. Some of the frequency bands in low frequency
can be permuted, which degrades the quality of the image greatly. As shown in
Figure 5.9(b), the first four frequency bands (LL,, LH,, HL,, and HH,) are per-
muted, while the other three are left unchanged. Because coefficient permutation
changes the adjacent relation between coefficients, band permutation causes great

(e) Band permutation (first 10 bands) (f) Band permutation (all/16 bands)

Figure 5.10 Images encrypted in wavelet-based codec.
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changes to the compression ratio. Additionally, the permutation itself is not secure
enough against known-plaintext or select-plaintext attacks.

The images encrypted by sign encryption and band permutation are shown
in Figure 5.10. Here, five-level wavelet transformation is tested, the wavelet coef-
ficients are permuted in the first B (B=4, 7, 10, 16) bands, (b) is the one encrypted
by sign encryption, (c) is the one encrypted by permuting the first four frequency
bands, and (d) is the one encrypted by permuting all the frequency bands. As can
be seen, only the images encrypted by sign encryption and all band permuctations
are unintelligible, while the other permutation that does not permute all the bands
produces a still intelligible image. Thus, the partial band permutation in wavelet
domain is not secure in perception.

5.3.3 Partial Encryption of the Compressed Image

Another image encryption method is encrypting the parameters of the compressed
image selectively. This method is widely used for JPEG2000 image. For exam-
ple, Wee and Apostolopoulos [15] proposed a secure scalable streaming scheme
for Motion-JPEG2000 codec, which encrypts scalable data with AES or 3DES
and supports some direct operations. Pommer and Uhl [16] proposed a selective
encryption scheme for wavelet-packet encoded images, which encrypts only some
wavelet trees and is of low cost. Norcen and Uhl [17] proposed a selective encryp-
tion scheme for JPEG2000 bitstream, which encrypts 20% of the compressed bit-
stream except format information.

In JPEG2000 codec, images are transformed into different frequency bands
that represent different fidelity or resolution. Additionally, each subband is par-
titioned into a number of code blocks, and each code block is encoded bit-plane
by bit-plane from the most significant one to the least significant one. In addi-
tion, each bit-plane is encoded with three passes, among which, the significant pass
encodes some significant coeflicients’ signs, the refinement pass encodes some coef-
ficients’ bit value, and the cleanup pass encodes both some significant coefficients’
signs and coeflicients’ position information. Thus, the compressed data stream can
be partitioned into three layers, that is, subband, bit-plane, and code pass. The
relationships between the data layers are shown in Figure 5.11. A partial encryp-
tion scheme that encrypts some suitable data layers has been proposed by Lian et al.
[18]. In this scheme, the subbands, bit-planes and code passes can be encrypted
selectively. For example, only the four subbands in low frequency are selected, for
each subband, only the four most important bit-planes are selected, and for each
bit-plane, only the significant pass is encrypted. Figure 5.12 shows the encrypted
results corresponding to Peppers (128 x 128, colorful, five-level wavelet transform)
and Plane (512 x 512, colorful, six-level wavelet transform), where the AES cipher
is adopted. As can be seen, this algorithm is secure in perception. Additionally, it
does not change the compression ratio and supports the direct operation of cutting
some data layers directly.



74 m  Multimedia Content Encryption: Techniques and Applications

Significant
pass

Refi t
—| Bit plane 0 einemen
pass

L—{ Cleanup pass

Significant
pass

Refi t
Subband i |——| Bit plane 1 I € ;::slen

— Cleanup pass

Bit plane L-1

Figure 5.11 Relation between data layers in JPEG2000 image.

5.4 Partial Audio Encryption

Audio data is often encoded before being transmitted in order to save transmission
bandwidth. The existing partial audio encryption algorithms encrypt audio data
during or after audio compression. The former one encrypts some parameters dut-
ing audio encoding. For example, the speech data is encrypted by encrypting only
the parameters of fast Fourier transformation during the speech encoding process
[19]. This kind of algorithm degrades audio quality by changing the transformed
parameters, which is time efficient. However, the parameter changes often affect
the subsequent entropy coding, and thus, changes the compression ratio. Another
method encrypts some sensitive parameters in the compressed data stream. For
example, an algorithm based on G.729 [20, 21] is proposed to encrypt telephone-
bandwidth speech. This algorithm partitions the bitstream into two classes, the
most perceptually relevant one and one other. The perceptually relevant bitstream
is encrypted while the other one is left. It is reported that encrypting about 45% of
the bitstream achieves content protection equivalent to full encryption. For another
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(c) Original (d) Encrypted

Figure 5.12 Results of partial JPEG2000 image encryption.

example, in mp3 codec, various parameters are produced, including the synchro-
nization information, Huffman codes, scale factors, bit allocation information,
etc. The partial encryption scheme [22, 23] only encrypts some of them with a
cipher, for example, bit allocation information or some Huffman codes. Figure 5.13
shows an example for mp3 audio encryption. In decryption, the right parameters
are recovered, which are used to decode the audio data. For encrypting only a few
parameters, this kind of encryption algorithm is often of high efficiency.

AR coces
Audio mp3 L e Encrypted
segment 1 encoder Synchronization MUX | audio

Scales

Others

Figure 5.13 Architecture of mp3 audio encryption.



76 ®m  Multimedia Content Encryption: Techniques and Applications

5.5 Partial Video Encryption

Compared with image or audio data, video data is often of larger volume, and needs
to be compressed in order to reduce the transmission bandwidth. Additionally, the
compressed video data stream is composed of many parameters, such as format
information, texture information and motion information. Taking MPEG1/2/4 for
example, the format information includes sequence header/end, GOP header, pic-
ture header, etc., the texture information is composed of Differential DC and AC,
and the motion information denotes motion vector difference (MVD). In MPEG4
AVC/H.264 [24], the texture information includes intraprediction mode besides
DC and AC, and the motion information includes interprediction mode besides
MVD. Generally, video encryption algorithms can be classified into two types,
encryption after compression and encryption during compression.

5.5.1 Encryption after Compression

This kind of algorithm encrypts some of the parameters in the compressed video
stream. Figure 5.14 shows the format information and texture information in
MPEGI1/2/4 compressed video stream. SECMPEG [25] is one of the well-known
video stream encryption algorithms, which defines various levels for video stream
encryption, including encrypting the whole stream, encrypting only the format
information, and encrypting only I-frames, etc. This algorithm has the following
properties:

| Video sequence |

| Sequence headei GOP | P-(-)P | GOP | ---- | GOP | Sequence end
| ‘-’_go—‘l;—l‘leader ] | Picture | Iii_c-ture | Pictu-r—e;-<|-_-_-—-_-“i~—l—’—i;_t;1;e_ |

| _—‘i"i_c—t;;;k-leader ] | Slice | f}{ce | Slic;-—“|-—_----—-|—_“—S—l;;_e“ |

| ‘_—‘_S—I‘i;:—e;_l‘:;ader | Macroblock | Macroblock | Ma:;c;;);;;l;—i----_-___|_—1;/-[;c-r_c;t_>_1;)—(:l< |

| Differential DC | AC | AC | AC | ---- | End-of-Block

Figure 5.14 Format information and texture information in the compressed video.
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B Encrypting the whole video stream obtains the highest security but the low-
est encryption efficiency. Additionally, the format information is changed,
and thus, the encrypted video cannot be displayed.

B Encrypting only format information is not secure. Since format informa-
tion helps the decoder to recover the multimedia data, encrypting the for-
mat information will put the decoder out of work [26, 27]. However, it is
not secure from a cryptographic viewpoint to encrypt only format informa-
tion. This is because the format information is often in a certain grammar,
which can be broken by statistical attacks [26]. Additionally, this algorithm
changes the formar information and thus makes the encrypted media data
unable to be displayed or browsed by a normal browser.

B Encrypting only I-frames is not secure enough. In such video codecs as
MPEGI1/2/4, the frame is often classified into three types, I-frame, P-frame,
and B-frame. I-frames are often encoded directly with DCT transforma-
tion, while P- and B-frames are often encoded by referencing to adjacent
I- and P-frames. Thus, the I-frame is the referenced frame of P- and B-
frames. Intuitively, encrypting only the I-frame will make the P- and B-
frames unintelligible. However, experiments [26] show that this is not
secure enough. The reason is that some macroblocks encoded with DCT
transformation in P- and B-frames are left unencrypted. These are called
intrablocks. For some videos with smart motion, the number of intrablocks
is high enough to make the encrypted video intelligible.

B Encrypting only the intrablocks in I/P/B-frame is not secure enough. Gener-
ally, in a video sequence, more blocks are encoded by motion estimation and
compensation than by DCT transformation, which are named interblocks.
The intrablocks determine the texture information, and interblocks are more
sensitive to motion. Thus, if the motion information is left unencrypted, the
motion track in the video sequence may still remain intelligible.

5.5.2 Encryption during Compression

There exist many algorithms that encrypt the sensitive parameters during video
compression. Taking MPEG2 and MPEG4 AVC/H.264, for example, the typical
algorithms will be presented and analyzed below.

5.5.2.1 MPEG2 Video Encryption

In MPEG?2 video encoding, for each block, the DCT block is produced by DCT
transformation and quantization, and MVD is generated by motion estimation and
compensation. Then, the DCT block is encoded by RLE (run-length encoding)
and VLC (variable-length coding), and MVD is encoded by VLC, as shown in
Figure 5.15. In this process, the DCT coeflicients (DC and ACs) and MVD can be
encrypted with various methods, such as sign encryption, DC encryption, DC and
AC encryption, MVD encryption, etc.
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Figure 5.15 Video encryption in MPEG2 encoding.

The DCT block may be encrypted before RLE with sign encryption, DC
encryption, DC and AC encryption. Here, sign encryption [28] means to extract
the sign bits from the DCT block, encrypt the sign bits, and return them to the
block. DC encryption [29] means to encrypt only the DC coefficient of the DCT
block, while DC and AC encryption [30] means to encrypt both the DC coeflicient
and some AC coefficients in low frequency, as shown in Figure 5.16. According to
the encoding process, sign encryption does not change the compression ratio, DC
encryption changes the compression ratio slightly, and DC and AC encryption
changes the compression ratio greatly. Among them, DC and AC encryption are
more secure than the other two methods.

MVD can be encrypted before or after VLC. Before VLC, the MVD is
encrypted with sign encryption. After VLC, the MVD is encrypted completely.
For example, the encoded MVDs are modulated by the random sequence generated

DC |AC,|AC, ACy
AC, [AC, '
AC,

Encryption

Figure 5.16 DC and AC encryption in MPEG2 encoding.
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from a chaos system [31]. These methods do not change the compression ratio. Sign
encryption is more efficient but less secure than MVD encryption. In most video
codecs, a motion vector represents the motion information. Thus, encrypting the
motion vector will make the motion track unintelligible. However, if there is little
motion in a video, then few motion vectors are encrypted, and thus, the video is still
intelligible. Therefore, encrypting only the motion vector is not secure enough.

Generally, both the MVD and DCT block are encrypted, in order to protect
both the motion information and texture information. For example, in the algo-
rithm proposed by Shi, Wang, and Bhargava [32], both the coefficient and motion
vector signs are encrypted with DES or RSA [33]. Zeng and Lei [13] proposed
an algorithm that permutes coeflicients or encrypts the signs of coeflicients and
motion vectors in DCT or wavelet transformation.

The video is encrypted with various methods; the results are shown in
Figure 5.17. Here, only the first P-frame of each encrypted video is listed. As can
be seen, the videos encrypted by both DCT block encryption and MVD encryp-
tion are more chaotic than the ones encrypted by only DCT block encryption or
MVD encryption. Generally, the methods combining block encryption and MVD
encryption provide higher perceptual security.

Taking three kinds of methods for example, their encryption time ratios and
compression ratio changes were tested and are shown in Table 5.1 and Table 5.2,
respectively. The encryption methods tested include sign encryption, sign and DC
encryption, and the encryption of sign, DC and the first 10 ACs. Here, the AES
CTR cipher is used to encrypt the selected parameters, the methods are imple-
mented in C program, and the computer is of 1.7 GHz CPU/256 M RAM. As can
be seen, in the first two methods, the encryption time ratio between encryption and
compression is always no more than 10%, while the encryption time ratio is some-
times bigger than 10% in the third method. Thus, the first two encryption meth-
ods can meet real-time requirements in practical applications. For the compression
ratio change, there is a similar result. In the first method, the compression ratio
remains unchanged, it changes slightly in the second method (generally smaller
than 5%), and it changes greatly in the third method (bigger than 10%).

5.5.2.2 MPEG4 AVC/H.264 Video Encryption

In MPEG4 AVC/H.264 video encoding, for each block, the DCT block is pro-
duced by intra- and interprediction, DCT transformation and quantization, and
MVD is generated by interprediction, motion estimation, and compensation.
Then, the produced DCT block, IPM (Inter/intraprediction mode), and MVD are
encoded by VLC (variable-length coding), as shown in Figure 5.18. In this process,
the DCT coeflicients (DC and ACs), IPM and MVD can be encrypted with vari-
ous methods, such as sign encryption, DC encryption, VLC encryption, etc.

In the DCT block, the ACs are encrypted by sign encryption before VLC
[34], the DC coefhicients are encoded with VLC and encrypted completely, the
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Figure 5.17 MPEG2 videos encrypted by various methods.
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Table 5.1 Test of Encryption Time Ratios

Encryption Time Ratio
Video Sequence (I:P:B) Sign  Sign+DC Sign+ DC + 10AC

Bus (10:40:100) 0.8% 2.1% 11.1%
Bundy (8:35:81) 0.7% 2.2% 8.9%
Hulla (10:30:0) 1.1% 1.6% 9.2%
Car34 (6:6:22) 0.8% 2.0% 11.4%
Flower (8:38:96) 0.7% 2.0% 12.7%
Bike (10:40:98) 0.8% 1.8% 9.5%
Football (9:38:98) 0.7% 2.5% 13.8%
Salesman (10:40:100) 1.1% 2.3% 9.9%
Mobile (10:40:98) 0.9% 1.7% 10.7%

IPM is first encoded with VLC and then encrypted partially [34], and the MVD
is encrypted with sign encryption before VLC. Among them, the sign encryp-
tion and complete encryption have been mentioned previously, while the partial
encryption needs to be clarified. In AVC/H.264 codec, the IPM is encoded with
Exp-Golomb codes [24]. This kind of codeword is composed of R zeros, one 1-bit
and R bits of information (). Here, the intraprediction mode is X=2%+ ¥Y—1, and
R= rlog2 (X +1) | The partial encryption process is shown in Figure 5.19, where
the information part, Y] is encrypted with a cipher under the control of the key, and
the other bits are left unchanged.

Generally, these encryption operations are combined to protect both the
motion information and the texture information [34, 35]. Otherwise, using only
one of them cannot confirm the security. For example, a scheme [36] is proposed to

Table 5.2 Test of Compression Ratio Changes in MPEG2
Video Encryption

Compression Ratio Change
Video Sequence (I:P:B)  Sign  Sign+DC Sign+ DC + 10AC

Bus (10:40:100) 0.0% 0.5% 19.7%
Bundy (8:35:81) 0.0% 0.3% 21.1%
Hulla (10:30:0) 0.0% 1.4% 24.3%
Car34 (6:6:22) 0.0% 1.2% 26.5%
Flower (8:38:96) 0.0% 0.8% 20.2%
Bike (10:40:98) 0.0% 1.1% 27.7%
Football (9:38:98) 0.0% 0.6% 31.5%
Salesman (10:40:100) 0.0% 0.7% 32.6%

Mobile (10:40:98) 0.0% 1.0% 24.2%
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Figure 5.18 Video encryption in MPEG4 AVC/H.264 encoding.

permute only the intraprediction mode of each block, which degrades the video
quality greatly. This algorithm is efficient in implementation, but is not secure
against attacks. First, the motion information is left unencrypted, which makes
the motion track still intelligible. Second, the video content can be recovered to
some extent by replacement attacks [35]. Figure 5.20 shows the videos encrypted
by MVD encryption, the method [35] combining all the encryption operations and
the IPM permutation method [36]. Here, the first P-frame in each video sequence
is listed. As can be seen, the combined method is more secure in perception. Addi-
tionally, the encryption time ratio is often smaller than 10%.

The computing complexity of the encryption methods depends on the data
volumes to be encrypted and the cost of the adopted cipher. Among them, the data
volumes to be encrypted include the intraprediction mode, the encoded DCs, the
signs of ACs, and the signs of MVDs. Generally, the ratio of the encrypted data
volumes is no bigger than 15%. The encryption time ratios of the methods were
tested and are shown in Table 5.3. Here, the AES CTR cipher is used to encrypt the

R-bit R-bit

r \ r !

0...0 1 Y

Key —— | Encryption

Figure 5.19 Partial encryption for IPM in MPEG4 AVC/H.264 encoding.
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(b) MVD encryption

Figure 5.20 AVC/H.264 videos encrypted by different methods.

Table 5.3 Test of Compression Ratio Changes in AVC/
H.264 Video Encryption

Encryption Time Ratio

MVD IPM Combined
Video Size  Encryption Permutation  Method
Foreman QCIF 1.1% 0.4% 4.3%
Aklyo QClF 1.4% 0.7% 3.9%
Mother QC|F 0.9% 0.6% 4.5%
Silent QC'F 1.5% 0.8% 4.2%
News QCIF 0.9% 0.5% 3.8%
Salesman QCIF 0.8% 0.5% 3.4%
Mobile CIF 1.9% 0.9% 5.1%
Football CIF 1.2% 0.6% 3.7%
Akiyo CIF 1.1% 0.5% 4.9%
Stephan CIF 1.6% 0.9% 5.6%
Tempete CIF 1.8% 1.0% 5.2%
Foreman CIF 1.9% 1.0% 4.8%
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selected parameters, the methods are implemented in C program, and the computer
is of 1.7 GHz CPU/512 M RAM. As can be seen from the table, the encryption
time ratio is no bigger than 10%. It means that the encryption/decryption opera-
tion does not affect the compression/decompression operation greatly. Additionally,
these methods do not affect the compression ratio, which makes them practical for
real-time applications.

5.6 Performance Comparison

Some partial encryption schemes have been presented and analyzed above. Their
performances and application scenarios are listed in Table 5.4. For bie-plane encryp-
tion or object encryption, the security depends on the selected bit-planes or objects.

Table 5.4 Comparison of Various Partial Encryption Schemes

Encryption Compression  Encryption Format Application
Algorithm Security Ratio Efficiency ~ Compliance Suitability
Bit-plane SLO or SL1 CL2 ELO FLO Multimedia
encryption storage
Object SLO or SL1 CL2 ELO FLO Multimedia
encryption storage
Sign encryption  SL2 CLO ELO FL2 Real-time
in wavelet interaction
Band SL2 CL2 ELO FL2 Multimedia
permutation transmission
JPEG2000 stream SLO CLO ELO FL2 Wireless/mobile
encryption communication
Mp3 encryption SLO CLO ELO FL1 Wireless/mobile
communication
SECMPEG SLO CLo ELT or EL2 FLOor FLT  Multimedia
storage or
transmission
DC encryption  SL3 CL1 ELO FL1 None
DC+AC SLO ClL2 EL1 FL1 None
encryption
MVD encryption SL3 CLO ELO FL1 None
DC+ACsign+  SLO CL1 ELO FL1 Wireless/mobile
MVD sign communication
IPM SL3 CLo ELO FL1 None
permutation
Combined SLO CLO ELO FL1 Wireless/mobile
encryption for communication

AVC/H.264
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For DC encryption, MVD encryption or IPM permutation, the encrypted video
content is still intelligible to some extent, and thus, the algorithm is not secure in
perception. They are not suitable for practical applications requiring security pro-
tection functionalities. In SECMPEG, various encryption modes are supported.
For example, the complete encryption has the lowest efliciency and changes the file
format completely. Encrypting only I-frames has higher efficiency and keeps some
synchronization information unchanged.

5.7 Summary

In this chapter, some partial encryption algorithms for image, audio, and video
data are presented and analyzed. They can be applied to the raw data, the coding
parameters, or the compressed data stream. Their performances, including security,
encryption efficiency, compression efficiency, and format compliance, are analyzed
and compared. Additionally, typical application scenarios are proposed for differ-
ent algorithms.

References

(1] ISO/MPEG-2. ISO 13818-2: Coding of moving pictures and associated audio,
1994.

[2] ISO/IECFCDI15444-1: Information technology - JPEG2000 image coding system -
Part 1: Core coding system, March 2000.

[3] H.264/MPEG4 Part 10 (ISO/IEC 14496-10): Advanced Video Coding (AVC),
ITU-T H.264 standard.

[4] W. B. Pennebaker, and J. L. Mitchell. 1993. JPEG Still Image Compression Stan-
dard. NY: Van Nostrand Reinhold.

[5] ITU-T Recommendation H.263-Video Coding for Low Bit Rate Communication.

[6] J. M. Shapiro. 1993. Embedded image coding using zerotrees of wavelet coding.
IEEE Transactions on Signal Processing 41(12): 3445-3463.

[71 A.Said.and W. A. Pearlman. 1996. A new fast and efficient image codec based on set
partitioning in hierarchical trees. [EEE Transactions on Circuits and Systems for Video
Technology 6(3): 243-250.

[8] H. Schwarz, D. Marpe, and T. Wiegand. 2007. Overview of the scalable video
coding extension of the H.264/AVC Standard. IEEE Transactions on Circuits and
Systems for Video Technology 17(9): 1103-1120.

[9] M. Podesser, H. P. Schmidt, and A. Uhl. 2002. Selective bitplane encryption for
secure transmission of image data in mobile environments. In Proceedings of the 5th
IEEE Nordic Signal Processing Symposium (NORSIG 2002) [CD-ROM], Tromso-
Trondheim, Norway, October.

[10] K.S. Nrtalianis, and S. D. Kollias. 2005. Chaotic video objects encryption based on
mixed feedback, multiresolution decomposition and time-variant S-boxes. In 2005
IEEE International Conference on Image Processing (ICIP2005), September 11-14,
1110-1113.



86 ® Multimedia Content Encryption: Techniques and Applications

(11]
(12]
(13]

(14]

(271

ZSoft PCX File Format Technical Reference Manual, http://www.qzx.com/pc-
gpe/pex.txt

T. Uchara. 2001. Combined encryption and source coding. http://www.uow.edu.
au/~tu01/CESC.html

W. Zeng, and S. Lei. 2003. Efficient frequency domain selective scrambling of
digital video. /EEE Transactions on Multimedia 5(1): 118—129.

S. Lian, J. Sun, and Z. Wang. 2004. Perceptual cryptography on SPIHT com-
pressed images or videos. Proceedings of IEEE International Conference on Multime-
dia and Expo (I) (ICME 2004), Vol. 3, Taiwan, China, June, 2195-2198.

S. Wee, and J. Apostolopoulos. 2003. Secure Scalable Streaming and Secure Transcod-
ing with JPEG-2000. Technical Report, HPL-2003-117, June 19. Hp Laboratories,
Palo Alto, CA.

A. Pommer, and A. Uhl 2003. Selective encryption of wavelet-packet encoded
image data: Efficiency and security. Communications and Multimedia Security
194-204.

R. Norcen, and A. Uhl. 2003. Selective Encryption of the JPEG2000 Bitstream.
International Federation for Information Processing (IFIP). Lecture Notes in
Computer Science, 2828, 194-204.

S.Lian, J. Sun, D. Zhang, and Z. Wang. 2004. A Selective Image Encryption Scheme
Based on JPEG2000 Codec. The 2004 Pacific-Rim Conference on Multimedia
(PCM2004). Lecture Notes in Computer Science, 3332, 65-72.

S. Sridharan, E. Dawson, and B. Goldburg. 1991. Fast Fourier transform based
speech encryption system. /EE Proceedings of Communications, Speech and Vision
138(3): 215-223.

A. Servetti, and J. C. Martin. 2002. Perception-based partial encryption of com-
pressed speech. IEEE Transactions on Speech and Audio Processing 10(8): 637-643.
A. Servetti, and J. C. Martin. 2002. Perception-based selective encryption of G.
729 speech. Proceedings of IEEE ICASSP, Vol. 1, Orlando, FL, 621-624.

A. Servetti, C. Testa, J. Carlos, and D. Martin. 2003. Frequency-selective partial
encryption of compressed audio. Paper presented at the International Conference
on Audio, Speech and Signal Processing, Hong Kong, April.

L. Gang, A. N. Akansu, M. Ramkumar, and X. Xie. 2001. Online music protec-
tion and MP3 compression. In Proceedings International Symposium on Intelligent
Multimedia, Video and Speech Processing, May, 13-16.

ITU-T Rec. H.264/ISO/IEC 11496-10. Advanced Video Coding. Final Commit-
tee Draft, Document JVT-E022, September 2002.

L. Tang. 1996. Methods for encrypting and decrypting MPEG video data effi-
ciently. In Proceedings Fourth ACM International Multimedia Conference (ACM
Multimedia’96), Boston, MA, November, 219-230.

I. Agi, and L. Gong. 1996. An empirical study of MPEG video transmissions. In
Proceedings Internet Society Symposium on Network and Distributed System Security,
San Diego, CA, February, 137-144.

C. H. Ho, and W. H. Hsu. 2005. System and method for image protection.
TW227628B.



(28]

[29]

(30]

Partial Encryption ® 87

C. Shi, and B. Bhargava. 1998. A fast MPEG video encryption algorithm. In Pro-
ceedings 6th ACM International Multimedia Conference. Bristol, UK, September,
81-88.

A.N. Lemma, S. Katzenbeisser, M. U. Celik, and M. V. Veen. 2006. Secure water-
mark embedding through partial encryption. Proceedings of International Work-
shop on Digital Watermarking (IWDW 2006). Lecture Notes in Computer Science,
4283, 433-445.

A. Romeo, G. Romdotti, M. Mattavelli, and D. Mlynek. 1999. Cryptosystem
architectures for very high throughput multimedia encryption: The RPK solution.
In Proceedings 6th IEEE International Conference on Electronics, Circuits and Systems
(ICECS 99), Vol. 1, September 5-8, 261-264.

(31] J.-C. Yen, and J.-I. Guo. 1999. A new MPEG encryption system and its VLSI

(32]

(33]

(34]

[35]

(36]

architecture. In Procem’ing_v [EEE Wark:/ﬂop on Sz'gmz[ Processing Systems, Taipei,
430-437.

C. Shi, S. Wang, and B. Bhargava. 1999. MPEG video encryption in real-time
using secret key cryptography. In Proceedings of Parallel and Distributed Processing
Technologies and Applications. Las Vegas, NV.

R. A. Mollin. 2006. An Introduction to Cryptography. Boca Raton, FL: CRC
Press.

S. G. Lian, Z. X. Liu, Z. Ren, and H. L. Wang. 2006. Secure advanced video
coding based on selective encryption algorithms. /EEE Transactions on Consumer
Electronics 52(2): 621-629.

S. Lian, Z. Liu, and Z. Ren. 2005. Selective video encryption based on advanced
video coding. In Proceedings 2005 Pacific-Rim Conference on Multimedia (PCM2005),
Part II. Lecture Notes in Computer Science, 3768, 281-290.

J. Ahn, H. Shim, B. Jeon, and I. Choi. 2004. Digital video scrambling method
using intra prediction mode. PCM2004. Lecture Notes in Computer Science,
3333, 386-393.






Chapter 6

Compression-
Combined Encryption

6.1 Definition of Compression-Combined Encryption

Compression-combined encryption is the algorithm that combines the encryption
operation and the compression operation and produces a secure data stream with
smaller size. Compared with the traditional compression-encryption independent
scheme shown in Figure 6.1(a), the combined encryption scheme realizes encryp-
tion and compression simultaneously, as shown in Figure 6.1(b).

The compression-combined encryption process can be described by Figure 6.2.
Let A and B be the set of source data and compressed data, respectively, and they
satisfy A = {P,, P\, ..., Py} and B={C,, C,, ..., Cy}. Here, P, is the ith plain-
media (=0, 1, ..., N=1), C,is the ith cipher-media, and 7, is compressed into C,.
That is, the following condition is satisfied.

C,= Com(P).

Here, Com() is the compression function. C; will be decompressed into P, with the
symmetric decompression function Decom().

P, =Decom(C).

If the compression process can be controlled by the key X, then the compressed
media will be changed, and thus, we get

C;= Com(P;, K).

89
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Key

Original multimedia ——» Compress Encrypt — Encrypted multimedia
data data

(a) Compression-encryption independent scheme

Key

l

Original multimedia ——| Compress-Encrypt —— Encrypted multimedia
data data

(b) Compression-combined encryption scheme

Figure 6.1 Architecture of compression-combined encryption.

Here, j may be an arbitrary number that depends on K. In decompression, if no X,
the decompressed media is

P = Decom(C).

Thus, the decompressed media 7, is different from the original one ;. And only the
user with the K can recover the media correctly according to

P, = Decom(C).

Thus, the encryption function is just the compression function controlled by the key.

Intuitively, to design a compression-combined encryption algorithm is just to
add some encryption operations to the compression process. The difficulty is how
to make the encryption operation not change the compression efficiency. Some
encryption algorithms combined with the typical compression operations have
been reported, such as Huffman coding, arithmetic coding, etc. They are intro-
duced and analyzed in detail below.

Figure 6.2 General description of compression-combined encryption.
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(a) Original Huffman tree (b) Permuted Huffman tree

Figure 6.3 Random Huffman tree permutation.

6.2 Secure Huffman Coding Based on
Random Huffman-Tree Permutation

Huffman coding [1] is one of the widely used entropy coding methods that adopt
the statistical properties of the source data to obtain the ideal compression ratio.
To encode source data composed of various symbols, the probabilities of the sym-
bols occurring are computed, then the Huffman tree is constructed based on the
computed probabilities; each symbol is assigned a codeword denoted by the path in
the Huffman tree, and the source data is encoded symbol by symbol according to
the table composed of the codewords. Here, the Huffman tree can be constructed
adaptively, which is termed the adaptive Huffman tree [2]. According to entropy
theory, the symbol with higher probability of occurring lies in the higher level of
the Huffman tree. The codeword of the symbol is composed of the labels along the
path from the root to the leaf node. Thus, the more often the symbol occurs, the
shorter the symbol’s codeword. Figure 6.3(a) shows the Huffman tree for symbols,
A, B, C, D and E. The corresponding code table is shown in Table 6.1.

Table 6.1 Original Huffman Codebook

Symbol Codeword
A 00
B 01
C 10
D 110
E 111
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Original symbol code Key bit

eg.,“01” /

Produced code

Interior node
permutation

Alternative symbol code
e.g., “00”
(a) The scheme based on interior node permutation

Huffman tree 0 n key bits Symbol to be encoded

Huffman tree 1

Produced

Select Huffman encode
codeword

Huffman tree 271

(b) The scheme based on Huffman tree permutation

Figure 6.4 Secure Huffman encoding.

Some means [3-5] have been proposed to shuffle or permute Huffman tree dur-
ing Huffman encoding in order to realize secure encoding. Thus, only the decoder
with the correct key can decode the data correctly. These means can be classified
into two types, interior node permutation and Huffman tree permutation. In the
former method, the interior node is permuted under the control of a key bit, as
shown in Figure 6.4(a). For example, if A is to be encoded, and the key bit is “07,
then the interior node b is not permuted, and A is encoded into “00”. Otherwise,
if A is to be encoded and the key bit is “17, then the interior node b is permuted,
and A is encoded into “01”. In this case, for each symbol, one key bit is required.
Thus, for the source data composed of IV symbols, the encryption space becomes
2N, Here, only the encryption scheme combined with the fixed Huffman coding is
considered, which can be extended to adaptive Huffman coding.

In another method, the original Huffman tree is permuted, which generates some
new Huffman trees. The source data is encoded with reference to all the Huffman

trees in a random manner. First, the Huffman tree permutation is realized by
permuting the interior nodes. The number of permuted trees is determined by the
number of interior nodes. If there are 7 interior nodes in a Huffman tree, the tree
can be permuted into 2” trees (including itself). Figure 6.3(b) shows an example
permuting the interior nodes a and c. The corresponding code table is listed in
Table 6.2. In this case, to encrypt each symbol, 7 key bits are required to select
a Huffman tree or code table, as shown in Figure 6.4(b). Thus, for source data
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Table 6.2 Permuted Huffman Codebook

Symbol Codeword
A 10
B 11
C 01
D 000
E 001

composed of IV symbols, the encryption space is 2”V. As can be seen, this case is
more secure against brute-force attack than the former one.

Secure Huffman coding encrypts the source data into an unintelligible form.
Taking MPEG2 video, for example, the secure Huffman coding based on tree permu-
tation is used to encode the discrete cosine transform (DCT) coefhicients and motion
vector differences (MVDs). As shown in Figure 6.5, the videos produced are too chaotic
to be understood, which shows that the encryption method is secure in perception.
However, considering that these encoding and encryption processes are constructed on
codeword encryption, they are not secure against select-plaintext attack. Some means
have been reported to improve the security, for example, using a random sequence to
modulate the Huffman codes produced [5], using key hopping sequence to control the
encryption process [6], and jointing random entropy coding and bitstream rotation
[7]. However, the improvements on security are based on the sacrifices of some other
performances, such as encryption efficiency or format compliance.

6.3 Secure Arithmetic Coding Based
on Interval Permutation
Arithmetic coding [8-10] is also a well-known entropy coding method, which

encodes the source data of any length as a real number between 0 and 1. The length
of the source data determines the precision used in the coding. Longer source data

(a) Original video (b) Encrypted video

Figure 6.5 Videos encrypted by secure Huffman encoding.
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(b) Arithmetic coding based on random interval selection

Figure 6.6 Secure arithmetic coding.

is often encoded with more precision. Generally, arithmetic coding includes the fol-
lowing steps. First, the 7 symbols’ probability distribution is computed. Second, the
current interval is partitioned into 7 intervals according to the probability distribu-
tion (the initial interval is [0,1]). Third, the interval corresponding to the present
symbol is selected as the current interval. Fourth, the next symbol is selected as the
present symbol, and the steps from the second one to the fourth one are repeated
until all the symbols are encoded. Finally, the current interval is changed into a
binary form that is the coding result.

Taking source data composed of binary bits, for example, the arithmetic coding
process is shown in Figure 6.6(a). Here, the source data are “1 0 17, the probability
of “0” is pg, and the probability of “1” is p,. As can be seen, the result interval is
[p0,1) after encoding the first bit “17, [py,1 — p?) after encoding the second bit “0”,
and finally [p, + p,p%,, 1 — p%) after encoding the third bit “1”. The decoding pro-
cess decides the bits one by one with the help of the probability distribution.

Some means [3-5, 11] have been proposed to combine encryption with arith-
metic coding. The first kind of algorithm changes the relationship of the intervals
by randomly permuting them, and uses the permuted interval structure to encode
the source data. The second one generates various interval structures by permuting



Compression-Combined Encryption ®m 95

(b) Encrypted image

Figure 6.7 JPEG2000 images encoded by secure arithmetic coding.

the intervals randomly, and randomly selects an interval structure to encode the
source data. The third one encodes each symbol in the source data by randomly
changing an interval’s position. As can be seen, all of them need to permute or
randomly change the interval. Compared with the normal coding in Figure 6.6(a),
the third method is shown in Figure 6.6(b). Here, if the key bit is “1”, the interval’s
position is changed. Otherwise, it is encoded with normal coding,

As can be seen, with the control of key bits, the result produced is quite different
from the normal one. Thus, without the key, it is difficult to recover the source data.
As an example, the secure arithmetic coding is used to replace the normal arithmetic
coding in JPEG2000. The coded images are unintelligible, as shown in Figure 6.7.
Note that the existing secure arithmetic coding is similar to the secure Huffman
coding. Thus, it is also not secure against select-plaintext attacks [12—14].

6.4 Secure Coding Based on Index Encryption

Generally, there are existing schemes [15, 16] for codeword encryption. The typical
one is table permutation, which randomly changes the original codeword table and
uses the changed table to encode the source data. In decoding, the original table is
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Key (K)

Original * Encrypted
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(P) (@)
Codeword
table (T)

Figure 6.8 Secure fixed-length coding based on index encryption.

changed in the same manner and then used to decode the received data. For this
scheme, the security depends on the size of the table, and it is not secure against
known-plaintext attack. Another scheme is index encryption, which encrypts each
symbol’s codeword according to the codeword table. Index encryption based on
fixed-length coding and variable-length coding are presented below.

6.4.1 Secure Fixed-Length Coding (FLC)
Based on Index Encryption

Fixed-length coding (FLC) [17] transforms each symbol into a codeword of the
same length. Index encryption is effective for FLC, which encrypts the codeword’s
index during or after symbol encoding. As shown in Figure 6.8, the secure encod-
ing process is defined as

C =CSEAS(P,T),K),T).

Here, P, 7, K'and C are the original codeword, codeword table, key, and encrypted
codeword, respectively, and, IS() and CS() are index search function and codeword
search function, respectively. IS(27) means to get P’s index in the table 7, and
CS(4,T) means to get a’s codeword through indexing the table 7.

The decryption process is symmetric to the encryption process. According to
the encryption defined above, the decryption is defined as

P =CS(DASC,T),K),T).

Here, the parameters and functions are the same as the ones used in encryption.
Because all the codewords in FLC have the same length, the index encryption
operation does not change the data size. The key K may be fixed or variable with
the symbols. If K'is fixed for all the symbols, the encryption scheme is equivalent
to table permutation, and the security against brute-force attack increases with
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Key (K)

Original * Encrypted
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codeword codeword
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Table 0
Codeword Table partitioning .

table (T) (TP) :

Figure 6.9 Secure variable-length coding based on index encryption.

the table size. However, it is not secure against known-plaintext or select-plaintext
actack. Otherwise, if K'is variable, the encryption scheme is equivalent to a stream
cipher. Thus, to keep secure, K should vary with the symbols.

6.4.2 Secure Variable-Length Coding (VLC)
Based on Index Encryption

Compared with FLC, variable-length coding (VLC) [18] transforms each symbol
into a codeword of variable length. Index encryption can also be used for VLC,
which encrypts the codeword’s index during or after symbol encoding. However,
considering that index encryption may change the size of the encoded data greatly,
the codeword table (7') is first partitioned into subtables [15, 16], that is, Table 0,
Table 1, ... and Table #— 1. Here, each subtable is composed of codewords with the
same or nearly the same length. Then, each symbol is encoded and encrypted with
the corresponding subtable. As shown in Figure 6.9, the secure encoding process

is defined as

C =CSEAS(P,T),K).T) .

Here, P, K, C, IS() and CS() are the same as defined for secure FLC. 7; is the
subtable that is selected according to the length of 2. That is, 7 is the table contain-
ing the codewords with length equal to that of P.

The decryption process is symmetric to the encryption process. According to
the encryption defined above, the decryption is defined as

P=CS(DAS(C.T),K),T).
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Table 6.3 Exp-Golomb Code Table

Code_num Signed Mapping ~ Codeword

0 0 0

1 1 010

2 -1 011 } To

3 2 00100

4 -2 00101

5 3 00110

6 -3 00111

7 4 001000

8 —4 0001001

9 5 001010 ¢ T2
10 -5 0001011

Here, the parameters and functions are the same as the ones used in encryption.
The subtable 7; is selected according to the length of C. That is, 7; is the table con-
taining the codewords with length equal to that of C.

Because VLC is now used in media coding more widely than FLC, secure VLC
is more practical for media encryption. Here, the secure VLC coding methods
based on Exp-Golomb code and Huffman code are presented, as follows.

6.4.2.1 Secure Coding Based on Exp-Golomb Code

Exp-Golomb code [19] has been used to encode inter/intra-prediction mode (IPM)
and MVD in advanced video coding (AVC) [20]. Table 6.3 shows the structures
of the codewords. Here, the code_num or signed_num is encoded into the code-
word composed of zeros and information. To realize secure encoding, the table is
partitioned into subtables, as shown in Table 6.3. Thus, each code_num or signed_
num is encoded and encrypted in the corresponding table, and the encryption
key changes with time. For example, normally, code_num 4 or signed_num -2 is
encoded as the codeword 00101. In secure coding, the codeword will be encoded
in Table 1, and may be encoded as one of the four codewords, that is, 00100(3/2),
00101(4/~2), 00110(5/3) and 00111(6/~3).

The encrypted videos are often unintelligible, as shown in Figure 6.10. Because
the codeword is encrypted into one with the same length, the compression ratio
will not be changed. Additionally, the file format remains unchanged, and thus, the
encrypted video content can still be displayed or edited, for example, displaying,
GOP cutting, frame cutting, etc.
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(b) Encrypted video

Figure 6.10 Video encrypted by secure Exp-Golomb coding.

6.4.2.2 Secure Coding Based on Huffman Code

Huffman code is used in MPEG2 video coding [21], which encodes the DCT
coefficients and MVDs. Taking coeflicient encoding, for example, the coeffi-
cient’s run-level is encoded with the Huffman table that is designed through
various tests. To realize secure coding, the Huffman table should be partitioned
into subtables. To partition the table strictly according to the codeword length
is not suitable, because that will produce some tables containing few codewords.
Thus, to improve security, the tables should be combined. The typical method
is to construct five encryption tables according to codeword length, as shown in
Table 6.4. T; is composed of the codewords with length varying from 2 to 4, 7}
is composed of the codewords with length varying from 5 to 7, 7, is composed
of the codewords with length varying from 8 to 10, 7; is composed of the code-
words with length of 11, and 7 is composed of the codewords with length vary-
ing from 12 to 16. For example, the codeword 1111111110000010 is collected in
T}, as shown in Table 6.5.

The encrypted videos are often unintelligible, as shown in Figure 6.11. Because
the codeword index can be encrypted by traditional cipher, the cryptographic
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Table 6.4 Table Partitioning of Huffman

Table

Symbol Codeword
T, 24

T, 5~7

T, 8~10

T, 11

T, 12~16

security can be confirmed. Additionally, the encryption scheme keeps the file for-
mat unchanged, and supports such direct operation as displaying, GOP cutting
or frame cutting, etc. The disadvantage is that it changes the compression ratio
slightly (generally, no more than 10%).

6.5 Random Coefficient Scanning

In some transform coding methods, such as EZW [22], SPIHT [23], MPEG2, MPEG4
AVC/H.264, etc., the transformed and quantized coefficients are scanned in a certain
manner in order to adopt the adjacent relationship between coefficients. The random
coefficient scanning method changes the coefficient scanning order during compres-
sion, which can degrade the quality of the media content greatly. Two typical methods
suitable for popular compression codecs are presented in the following sections.

6.5.1 Random Scanning in Wavelet Domain

In a wavelet-based codec, such as EZW or SPIHT, the coefficients are encoded
from the subband in the lowest frequency to the one in the highest frequency. At
the same time, the quadtree-based relationship between the coefficient in the lower
subband and the corresponding four coefficients in the higher subband is adopted

Table 6.5 Example of a Subtable

Index Run, Level Length (bits) Codeword
0 0,9 16 1111111110000010
1 0,A 16 1T111111110000011
2 1,6 16 1111111110000100
3 1,8 16 1111111110000110
4 2,4 12 111111110100
5 2,7 16 1111111110001011
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(a) Original video (b) Encrypted video

Figure 6.11 Video encrypted by secure Huffman coding.

to improve the compression efficiency. The normal scanning order is denoted by
Figure 6.12(a). Here, the three-level wavelet transform is applied to an image.

The scanning order can be changed using one of three methods [24-26]. The first
scans the coeflicient in the whole image randomly, as shown in Figure 6.12(b). Itis similar
to the coefficient permutation method that permutes the coefficients in the whole image.

_§§% ]

L/

(a) Coefficient scanning (b) Complete permutation
C
G Q Q S

1 8
010

(c) Subband permutation (d) Structure tree permutation

OO0

4

Figure 6.12 Random coefficient scanning in EZW/SPIHT encoding.
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Figure 6.13 Quadtree permutation.

The second method scans the coefficient in each subband randomly, as shown in
Figure 6.12(c). It is similar to the coefficient permutation method that permutes the coef-
ficients in each subband. The third scans the coefficient in each quadtree randomly, as
shown in Figure 6.12(d). It is similar to quadtree permutation, as shown in Figure 6.13.

In quadtree permutation [26], the relation between the node and its children
nodes is changed. That is, the order of the children nodes is changed randomly
under the control of key bits. Quadtree permutation is similar to Huffman tree per-
mutation, with two differences. First, quadtree permutation permutes the positions
of four nodes, whereas Huffman tree permutation permutes the positions of two
nodes. Second, the quadtree in a wavelet codec is a complete quadtree, whereas the
Huffman tree is not a complete tree. Thus, for the same height, quadtree permuta-
tion needs more key bits than Huffman tree permutation. Here, five bits are required
to permute one interior node in a quadtree. For the h-height quadtree, there are 4”
interior nodes. Thus, 5 x 4” key bits are required to permute the quadtree.

Figure 6.14 shows the images encrypted by various random scanning methods
during SPIHT coding. As can be seen, the quadtree permutation is not secure in
perception although it does not change the compression efficiency. Thus, it cannot
be used to encrypt images independently [27].

6.5.2 Random Scanning in DCT Domain

In DCT-based codecs, such as MPEG2 or MPEG4 AVC/H.264, the DCT coef-
ficients are scanned in a zigzag order that orders the coefficients from the lowest
frequency to the highest frequency, as shown in Figure 6.15(a). To encrypt the coef-
ficients, the scanning order can be changed by two methods [28, 29]. The first scans
the coeflicient in the whole DCT block randomly, as shown in Figure 6.15(b). It is
similar to the coeflicient permutation method that permutes the coefficients in the
whole DCT block. The other scans the coeflicient in each subband randomly, as
shown in Figure 6.15(c). Here, the DCT block is partitioned into three segments
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(a) Original image

(c) Subband permutation (d) Quadtree permutation

Figure 6.14 Images encrypted by various random scanning methods.

according to the frequency. It is similar to the coeflicient permutation method that
permutes the coefficients in each segment.

Different random scanning methods have different permutation space, which
determines the difficulty of brute-force attack. Taking the DCT block composed of
N coeflicients, for example, the permutation space for block permutation is

S, =1:2:-N=NI

In segment permutation, the block is partitioned into 7 segments, and each
segment is composed of NV; (i =0, 1, ..., m — 1) coeflicients. Then, the permutation
space satisfies

Ny+N, +-+N | :N(NZNI_ >2,i=0,1,--,m—1)
=(N,D-(N,D--+(N

SSegmmt
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Figure 6.15 Random coefficient scanning in discrete cosine transform
(DCT) block.

To compare sign encryption with random scanning, the encryption space of sign
encryption is also analyzed here. As is known, in sign encryption, the sign bits 1 and
0 are changed randomly, which can be regarded as a permutation operation. For the
block composed of IV coeflicients, the permutation space of sign encryption is

_ N
SSt:g“n =2 .
Then, it is easy to prove the following result.

S, <S§ <S

Sign Segment Block.

Thus, among the three encryption methods, block permutation has the biggest
permutation space, while sign encryption has the smallest permutation space. That
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(a) Original video (b) Segment permutation (c) Block permutation

Figure 6.16 Videos encrypted by segment permutation and block permutation.

is, from a cryptographic perspective, block permutation has higher security than
segment permutation and sign encryption.

Taking MPEG2 video coding, for example, each DCT block is encrypted with
segment permutation or block permutation; the results are shown in Figure 6.16.
Here, in segment permutation, the DCT block is partitioned into three segments,
thatis, [0, 4], [5, 19], and [20, 63]. As can be seen, the encrypted videos are all unin-
telligible. However, the compressed ratio is changed greatly, as shown in Table 6.6.
Additionally, the permutation itself is not secure against known plaintext or select-
plaintext attacks.

6.6 Performance Comparison

As mentioned above, various compression-combined encryption algorithms have
been reported. These algorithms are compared and listed in Table 6.7 according to
their performance in security, compression efficiency, encryption efficiency, format
compliance, and application suitability. Because these algorithms combine with
the corresponding compression operations, the file format remains unchanged.

Table 6.6 Compression Ratios Changed by Segment Permutation
or Block Permutation

CCR? of Block CCR of Segment

Video Sequence(l:P:B) Permutation (%) Permutation (%)
Bus(10:40:100) 35.7% 20.6%
Bundy(8:35:81) 38.2% 23.3%
Hulla(10:30:0) 32.4% 17.5%
Car34(6:6:22) 28.1% 15.7%
Flower(8:38:96) 34.3% 20.7%

2 CCR, changed compression ratio.
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However, some of them change the compression efficiency, and most of them are
not secure enough. For example, the random coefficient scanning in DCT domain
often changes the compression ratio greatly. Although quadtree permutation does
not change the compression ratio, it is not secure from either a perceptual or crypto-
graphic viewpoint. Some other permutation methods may be secure in perception,
but not secure against select-plaintext attack. Index encryption provides higher
security because it is based on traditional cipher.

6.7 Summary

In this chapter, some compression-combined encryption algorithms are described
and analyzed. From the analysis and comparisons, most of them are not secure
enough. Especially, some algorithms are constructed based only on permutation
operations. They should be improved before being used. Otherwise, they should be
used together with some other strong algorithms.
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Chapter 7

Perceptual Encryption

7.1 Definition of Perceptual Encryption

Perceptual encryption is the encryption algorithm that degrades the quality of media
content according to security or quality requirements. The typical application is
secure media content preview. That is, the media content is degraded by perceptual
encryption. Thus, although the media content is of low quality, the customer can still
understand it. If he is interested in it, he will pay for a high-quality copy.

Generally, perceptual encryption is realized by encrypting some sensitive
parameters. Thus, it belongs to the category partial encryption. There are two core
issues in perceptual encryption. The first is how to partition media data into sensi-
tive parameters. Here, the significance denotes the sensitivity to human perception.
The second issue is how to select the sensitive parameters according to security
or quality requirements. There are some means [1-7] to accomplish this. Suppose
there are /V parameters in media data P, and the parameters are ordered from the
least significant to the most significant that is, py, py, ..., py_- Let the quality factor
Q range from 0 to 100, with the higher value for Q denoting better quality. Then
the number of parameters that will be encrypted is determined by

_| 100-QN
B 100 ’

where | x| denotes the highest number no larger than x. Additionally, the 7 param-
eters are selected from the order 0 to 7, as shown in Figure 7.1. Thus, the second
issue can be solved.
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Figure 7.1 General architecture of perceptual encryption.

For the first issue, of partitioning media data into sensitive parameters, there
are still no general solutions. According to the properties of existing media data
and their compression methods, the parameter sensitivity can be classified accord-
ing to the metrics list in Table 7.1. The first method uses the color-gray property as
the metric. For colorful image or video data, the color information provides more
information than gray information from the perspective of commercial value. The
second method classifies the parameters according to their importance to decoding.
For example, in an mp3 data stream, the bit allocation information and scale factor
are more important than some coeflicients because they determine the decoding

Table 7.1 Parameters Partitioning According to Sensitivity or Significance

Method  Metric of Partitioning Suitability
1 Color-gray Colorful image or video data
Parameters Compressed data stream (mp3)

3 Bit-planes Raw data, bit-plane-based codecs
(JBIG, JPEG2000, MPEG4 FGS)

4 Frequency band Transform coding (DCT, wavelet,
MDCT, etc.)

5 Resolution Progressive or scalable codecs
(JPEG2000, SVC)

6 Progressiveness or scalability ~ Scalable data stream (including

methods 3, 4, 5)
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process. The third method uses the bit-planes as the metric. As is known, for an
image, the significant bit-planes are preferred to be encoded first over the less signifi-
cant ones, which also is used in such codecs as JBIG [8], JPEG2000 [9], MPEG4 FGS
[10], etc. The third method partitions media data according to the frequency band.
Generally, in such transformations as discrete cosine transform (DCT) [11], wavelet
[12] or modified discrete cosine transform (MDCT) [13], most of the energy is con-
centrated on a low frequency band that determines the media content’s approximate
information, while the higher frequency band contains detailed information. The
fifth method considers the resolution in the spatial or temporal domain. For exam-
ple, taking an image after it is downsampled, the quality is degraded. Thus, some
codecs make use of the resolution property to control the media quality. The sixth
method uses the progressiveness or scalability in existing scalable data streams. The
data stream may be encoded by such codecs as JPEG2000, MPEG4 FGS, SPIHT
[14], SVC [15], etc. The scalability includes the resolution and quality, and the qual-
ity depends on the bit-planes or frequency band. Therefore, the sixth method can be
regarded as a combination of the third, fourth and fifth methods.

After selecting the first # parameters, the original media content P composed of
DPos Pi> -+ Py 1s encrypted according to

c, =E(pl_,K), i=0,1,...,n—1

where ¢, K, E() are the ith (=0, 1, ..., n — 1) cipher-parameter, key and encryp-
tion algorithm, respectively. Typically, different parts can be encrypted with different
keys. Thus, the encrypted media content C is composed of ¢, ¢, ..., ¢,; and p,, p,.1
<+os Py~ Similarly, in decryption, only the first 7 parts are decrypted according to

P, = D(cl,,[(), i=0,1,...,n—1

5

where K and D() are the key and decryption algorithm, respectively. Typically,
different parts can be decrypted with different keys. Thus, the media content P
composed of py, py, ..., and py.; can be recovered from C.

Two typical methods, the bit-plane-based method and the frequency band-
based method are presented and analyzed below.

7.2 Perceptual Encryption Based on Bit-Plane Selection
7.2.1 Bit-Plane Encryption in the Spatial Domain

For raw data, the bit-planes are partitioned according to the image pixels. The most
significant bit-plane is composed of all the image pixels’ most significant bits, the
least significant bit-plane is composed of all the image pixels’ least significant bits,
and the other bit-planes between the most significant one and the least significant
one are composed of the pixels’ corresponding bits. Thus, the size of the bit-plane
depends on the size of the image. Taking an 8-bit image, for example, the bit-planes
are partitioned according to the method shown in Figure 7.2.
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Figure 7.2  Bit-plane partitioning in an 8-bit image.

Different bit-planes have different significance for the quality of media content.
According to the perceptual encryption defined in Section 7.1, the 8 bit-planes act as
the parameters, that is, V= 8. The quality of the encrypted images corresponding to
different # (n = 1, 2, ..., 8) are tested. Figure 7.3 shows the encrypted images and
Figure 7.4 shows the relation between 7 and the peak signal-to-noise ratios (PSNRs)
of the encrypted images. As can be seen, with increase in 7, the quality of the images
decreases. Generally, the encrypted image is unintelligible when 7 is no smaller than 7.

7.2.2 Bit-Plane Encryption in the DCT Domain

Some media compression methods encode the DCT coefficients bit-plane by bit-
plane in order to obtain a trade-off between compression ratio and quality, such as

Figure 7.3 Images encrypted by bit-plane encryption.
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Figure 7.4 Relation between the quality of the encrypted images and n.

JBIG and MEPG4 FGS. In these codecs, the bit-plane is partitioned according to
DCT coefhicients. Considering that an 8 x 8 DCT transformation is often used in
these codecs, the size of the bit-plane is 8 x 8, which is different from the spatial
domain partitioning.

As above, different bit-planes have different significance for the quality of the
media content. Taking V=9 for example, the quality of the encrypted images cor-
responding to different 7 (n =1, 2, ..., 8) is tested. Figure 7.5 shows the encrypted
images, and Figure 7.6 shows the relation between 7 and the PSNRs of the encrypted

Figure 7.5 Images encrypted by bit-plane encryption in a DCT block.
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images. As can be seen, with increase in 7, the quality of the images decreases. Gen-
erally, the encrypted image is unintelligible when 7 is no smaller than 7.

7.2.3 Bit-Plane Encryption in the Wavelet Domain

Some media compression methods encode the wavelet coefficients bit-plane by bit-
plane in order to obtain a trade-off between compression ratio and quality, such as
SPIHT and JPEG2000. In these codecs, the bit-plane is partitioned according to
wavelet coeflicients. Considering that the whole image is transformed by wavelet
transformation, the bit-plane’s size is the same as the image size.

Taking V=11 for example, the quality of the encrypted images corresponding
to different 2 (n =1, 2, ..., 8) is tested. Figure 7.7 shows the encrypted images, and
Figure 7.8 shows the relation between 7 and the PSNRs of the encrypted images.
As can be seen, with increase in 7, the quality of the images decreases. Generally,
the encrypted image is unintelligible when 7 is no smaller than 8.

7.3 Perceptual Encryption Based on
Frequency Band Selection

7.3.1 Frequency Band Encryption in a DCT Block

In a DCT-based codec, media data are partitioned into blocks (typically, 8 x 8 or
4 x 4), and each block is transformed by DCT, quantized and encoded with entropy
coding. Generally, the DCT block is scanned in zigzag order, which generates the
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Figure 7.7 Images encrypted by bit-plane encryption.

coefficient sequence ordered from the lowest frequency to the highest frequency
(from top-left to bottom-right). In this coeflicient sequence, the first coefficient
denotes the DCT block’s energy, and the other coeficients denote detailed infor-
mation on the image block. In order to realize perceptual encryption, the zigzag
scan is applied inversely, that is, the DCT block is scanned from the bottom-right
to the top-left, as shown in Figure 7.9. Thus, the last coefficient in the coefficient
sequence denotes the block’s energy.
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Figure 7.8 Relation between the quality of the encrypted images and n.
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Figure 7.9 Coefficient sequence generation in a DCT block.

In perceptual encryption, the 64 coeflicients can be selected from the first one
to the last one according to the quality factor Q. Thus, set NV = 64 for each DCT
block. The quality of the encrypted images corresponding to different 7 (n =1, 2,
..., 64) is tested. Figure 7.10 shows the encrypted images, and Figure 7.11 shows
the relation between 7 and the PSNRs of the encrypted images. As can be seen,
with increase in 7, the quality of the images decreases. Generally, the encrypted
image is unintelligible when 7 is no smaller than 36.

7.3.2 Frequency Band Encryption in the Wavelet Domain

In a wavelet-based codec, media data is transformed by wavelet function, quantized and
encoded with entropy coding. Generally, the transformed media data is partitioned into

n=35 n=45 n=55 n=64

Figure 7.10 Images encrypted by DCT encryption.
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Figure 7.11 Relation between the quality of the encrypted images and n.

several frequency bands. The frequency bands are scanned in zigzag order, which gener-
ates a band sequence ordered from the highest frequency band to the lowest frequency
band. Generally, the lower frequency band denotes approximate information, while the
higher frequency band denotes detailed information. Figure 7.12 shows the frequency
band sequence generated from the three-level wavelet transformation.

In perceptual encryption, the frequency band can be selected from the first to
the last according to the quality factor Q. Taking five-level wavelet transforma-
tion, for example, the number of frequency bands is V= 16. Figure 7.13 shows the
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Figure 7.12 Band sequence generation in a wavelet domain.
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Figure 7.13 Images encrypted by wavelet encryption.

encrypted images corresponding to different 7, and Figure 7.14 shows the relation
between 7 and the PSNRs of the encrypted images. As can be seen, with increase
in 7, the quality of the images decreases. Generally, the encrypted image is unintel-
ligible when 7 is no smaller than 13.

7.4 Performance Comparison

According to the above analysis, perceptual encryption is constructed based on
partial encryption, which reduces perceptual security by reducing the encrypted
data volumes. To get higher perceptual security, more sensitive data parameters
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Figure 7.14 Relation between the quality of the encrypted images and n.
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should be encrypted. To encrypt the selected data parameters, the encryption algo-
rithms described in the section on partial encryption can be adopted. For example,
the bit-planes in raw data can be directly encrypted by traditional ciphers, the bit-
planes in the DCT or wavelet domain can be encrypted before or after they are
compressed, and the frequency bands in DCT or wavelet can be encrypted during
or after compression. If the bit-planes or frequency bands are encrypted before or
during compression, the compression efficiency will be changed. The encryption
efficiency depends on the number of the encrypted bit-planes or frequency bands.
Generally, these algorithms can be used in real-time interaction, such as secure
media content preview.

7.5 Summary

In this chapter, perceptual encryption is defined and introduced, and some typical
perceptual encryption algorithms are analyzed. They are bit-plane encryption for
raw data, bit-plane encryption in the DCT block or wavelet domain, and frequency
band encryption in DCT block or wavelet domain. These algorithms are con-
structed on partial encryption. Thus, their cryptographic security is determined by
the corresponding partial encryption algorithms. But the perceptual security var-
ies with the number of encrypted parameters. Generally, the more the parameters
are encrypted, the higher the perceptual security is. Additionally, their encryption
efficiency also depends on the number of encrypted parameters. The typical appli-
cation is secure media content preview during real-time interaction.

References

(1] A. Torrubia, and F. Mora. 2003. Perceptual cryptography of JPEG compressed
images on the JFIF bit-stream domain. In Proceedings IEEE International Sympo-
sium on Consumer Electronics, ISCE, June 17-19, 58-59.

[2] A. Torrubia, and F. Mora. 2002. Perceptual cryptography on MPEG Layer I11 bit-
streams. In Proceedings IEEE International Conference on Consumer Electronics, June
18-20, 324-325.

[3] A. Torrubia, and F. Mora. 2002. Perceptual cryptography on MPEG Layer III bit-
streams. /EEE Transactions on Consumer Electronics 48(4): 1046—1050.

[4] S. Lian, J. Sun, and Z. Wang. 2004. Perceptual cryptography on SPIHT com-
pressed images or videos. In Proceedings IEEE International Conference on Multime-
dia and Expro (1) (ICME2004), Vol. 3, Taiwan, 2195-2198.

[5] S.Lian, Z. Liu, Z. Ren, and Z. Wang. 2007. Multimedia data encryption in block
based codecs. International Journal of Computers and Applications 29(1): 18-24.

[6] S. Lian, X. Wang, J. Sun, and Z. Wang. 2004. Perceptual cryptography on wavelet-
transform encoded videos. In Proceedings 2004 International Symposium on Intelligent
Multimedia, Video and Speech Processing (ISIMP°2004), October 20-22, Hong Kong
57-60.



120 ® Multimedia Content Encryption: Techniques and Applications

(7]

(8]

S. Li, G. Chen, A. Cheung, B. Bhargava, and K.-T. Lo. 2007. On the design of
perceptual MPEG-Video encryption algorithms. IEEE Transactions on Circuits and
Systems for Video Technology 17(2): 214-223.

JBIG lossless image compression standard, ISO/IEC standard 11544 and ITU-T
recommendation T.82.

ISO/IECFCD15444-1: Information technology - JPEG2000 image coding system -
Part 1: Core coding system, March 2000.

W. Li. 2001. Overview of fine GRANULARITY SCALABILITY in MPEG-4
video standard. [EEE Transactions on Circuits and Systems for Video Technology
11(3): 301-317.

S. A. Khayam. 2003. The Discrete Cosine Transform (DCT): Theory and Applica-
tion. Unpublished paper. Michigan State University, Department of Electrical and
Computer Engineering, http://www.egr.msu.edu/waves/people/Ali_filess/DCT_
TR802.pdf

P. S. Addison. 2002. 7he Illustrated Wavelet Transform Handbook. London: Insti-
tute of Physics.

V. Nikolajevic, and G. Fettweis. 2003. Computation of forward and inverse MDCT
using Clenshaw’s recurrence formula. /EEE Transactions on Signal Processing 51(5):
1439-1444.

A. Said and W. A. Pearlman. 1996. A new fast and eflicient image codec based on set
partitioning in hierarchical trees. IEEE Transactions on Circuits and Systems for Video
Technology 6(3): 243-250.

H. Schwarz, D. Marpe, and T. Wiegand. 2007. Overview of the scalable video
coding extension of the H.264/AVC Standard. JEEE Transactions on Circuits and
Systems for Video Technology 17(9): 1103-1120.



Chapter 8

Scalable Encryption

8.1 Definition of Scalable Encryption

Scalable encryption is the encryption algorithm that protects scalable media streams
and supports the direct operation of bit rate conversion. A scalable media stream
[1, 2] is composed of media content with different scalability, including resolution
in the spatial or temporal domain and the quality. Generally, media content can
be changed by directly cutting some parts from the stream, and no recompression
is required. Scalable encryption [3—8] is used to protect the scalable media stream
while maintaining the scalability of the stream.

The general application scenarios are shown in Figure 8.1. In the first case
without encryption, the media content is compressed into the media stream with
scalable media encoding, then the media stream’s size is changed by bit rate conver-
sion, and finally, the converted media stream is decompressed with scalable media
coding. In the second case with encryption, the encryption operation is inserted
between the compression operation and bit rate conversion operation. Because the
encrypted media stream can still be recovered after bit rate conversion, the encryp-
tion operation is called scalable encryption.

According to the property of scalable media stream, scalable encryption should
satisfy two properties.

B The media content is protected in a secure manner. The encryption scheme
is secure against cryptographic attacks, and the encrypted media content is
too chaotic to be understood.

B The encrypted media stream can be directly operated without decryption
and decoding. For example, the encrypted media stream can be directly cut
in order to adapt the bit rate, and the remaining media stream can still be
decrypted.
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Figure 8.1 General application scenario of scalable encryption.

To design suitable scalable encryption algorithms, the properties of scalable
coding should be considered. Thus, various scalable coding methods are investi-
gated, and the corresponding scalable encryption algorithms are presented.

8.2 Scalable Media Coding

There exist some media encoding methods that have some scalability. Generally,
the scalabilities of quality, image sizes, or frame rates, refer to SNR (signal-to-noise
ratio), spatial, or temporal scalability, respectively. According to the scalable prop-
erty, they can be classified into four types, as shown in Table 8.1. They are layered
coding, layered and progressive coding, progressive coding and scalable coding.

Table 8.1 Classification of Scalable Coding Methods

Scalable Coding Method Scalability Corresponding Codecs
Layered coding Nonscalable layers MPEG2, H.263
Layered and progressive Nonscalable base MPEG4 FGS
coding layer
Scalable enhancement
layer

Scalable bitstream

Scalable and
reordered data
stream

Progressive coding
Scalable coding

EZW, SPIHT, JBIG
JPEG2000, SVC
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Figure 8.2 The data stream in layered coding.

8.2.1 Llayered Coding

The first method, layered coding, compresses video data into multiple layers. The
compressed layers are classified into three types, a base layer, a middle layer, and
an enhancement layer. Among them, the base layer can be independently decoded
and provide coarse visual quality, while the middle layer and the enhancement layer
can only be decoded with reference to the base layer and can provide better visual
quality. If all the layers are decoded, the resulting video will be of the highest qual-
ity. Otherwise, decoding the base layer or multiple layers will provide video with
degraded quality, or a smaller image size or a lower frame rate. Additionally, the
base layer, middle layer, and enhancement layer are all nonscalable, as shown in
Figure 8.2. This means that if some parts of the base layer, middle layer or enhance-
ment layer are cut off, the remaining portion cannot be decoded correctly. Thus,
each layer is either entirely decoded or not decoded. The typical codecs belonging
to this method are MPEG2 [9] and H.263 [10].

8.2.2 layered and Progressive Coding

The second method, layered and progressive coding, is similar to layered cod-
ing. The main difference is that it produces a nonscalable base layer and a scalable
enhancement layer, as shown in Figure 8.3. The base layer will be entirely decoded
or not decoded, while the enhancement layer can be truncated. The typical codec
using this encoding method is MPEG4 FGS (Fine Granularity Scalability) [11].
In MPEG4 FGS, the base layer is encoded with the traditional nonscalable coder.
The enhancement layer denotes the difference between the original frame and the
reconstructed frame, which is encoded by bit-plane encoding of discrete cosine
transform (DCT) coeflicients. In bit rate conversion, the bitstream of the enhance-
ment layer can be truncated into any number of bits directly. The decoder can
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Figure 8.3 The data stream in layered and progressive coding.

reconstruct the video from the base layer and the truncated enhancement layer.
The quality of the decoded video is proportional to the number of bits decoded in
the enhancement layer. Additionally, FGS is combined with temporal scalability to
support both quality scalability and temporal scalability.

8.2.3 Progressive Coding

The third method, progressive coding, compresses media data into a progressive bit-
stream. Generally, the bitstream has only one of the scalabilities, such as SNR scal-
ability, and cannot be reordered according to other scalabilities. But the bitstream
can be truncated directly, as shown in Figure 8.4. The typical codec includes EZW
[12], SPIHT [13] or JBIG [14]. Among them, EZW and SPIHT produce a distortion-
progressive bitstream based on the zero-tree’s downward dependencies in multilevel
discrete wavelet transformation (DWT), and JBIG generates the progressive bit-
stream based on bit-plane coding of DCT blocks.

Compressed

data stream Scalable

Progressive data stream

Bit rate T T T 0
conversion

Data stream
can be
decoded

|
I:I Original : : Cut

Figure 8.4 The data stream in progressive coding.
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Figure 8.5 The data stream in scalable coding.

8.2.4 Scalable Coding

The fourth method, scalable coding, compresses media data into a scalable bitstream
that can be reordered. Generally, the bitstream is composed of small coding units,
and has various scalabilities, that is, SNR scalability, spatial scalability, and tem-
poral scalability. After reordering the coding units, the bitstream can support the
corresponding scalability. Additionally, the coding unit is scalable and can be trun-
cated directly, as shown in Figure 8.5. The typical codecs are JPEG2000 [15] and
MPEG4 SVC. JPEG2000 generates the reordered bitstream with both resolution
scalability and SNR scalability. In this codec, the image is transformed with octave-
band decomposition, divided into blocks, and quantized and encoded with bit-plane
encoding. The smallest coding unit is the coding pass that is composed of a variable
number of bits. MPEG4 SVC (Scalable Video Coding) [16], as a scalable extension of
MPEG4 H.264/AVC [17], generates a bitstream with various scalabilities, including
spatial scalability, temporal scalability, and SNR scalability. Generally, the bitstream
is packaged into Network Abstract Layer (NAL) Units, and the scalability informa-
tion is stored in the Supplemental Enhancement Information (SEI) messages.

8.3 Scalable Encryption Algorithms

According to various scalable coding methods, scalable encryption schemes should
be designed in order to maintain the data stream’s scalability as much as possi-
ble. The encryption scheme suitable for each scalable coding method is presented
below. In each encryption scheme, two issues will be solved. The first is the kind of
cipher used to encrypt each layer or coding unit. The second is, what is the relation
between the keys of different layers or coding units?

8.3.1 Scalable Encryption for Layered Coding

In layered coding, the base layer, middle layer or enhancement layer is either
entirely decoded or not decoded. Thus, each layer can be encrypted by a stream
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Figure 8.6 Bit rate conversion with layered encryption.

cipher or block cipher. Additionally, because the data layers cannot be reordered,
the keys of the various layers may be either the same or different, and they can be
generated one by one. The bit rate conversion process with scalable encryption is
shown in Figure 8.6. As can be seen, the original data stream’s scalability can be
kept unchanged.

8.3.2 Scalable Encryption for Layered and Progressive Coding

In layered and progressive coding, the base layer is non-scalable, while the enhance-
ment layer is scalable. Thus, the base layer can be encrypted by either a stream
cipher or a block cipher. Considering that the enhancement layer may be truncated
in bit-level granularity, it can only be encrypted by a stream cipher because a block
cipher will cause some losses to the decrypted data. Here, the stream cipher may
also be constructed on a block cipher, such as the counter (CTR) mode [18]. Addi-
tionally, the keys of the base layer and the enhancement layer may be the same or
different. Thus, the bit rate conversion process with scalable encryption, as shown in
Figure 8.7, keeps the original data stream’s scalability unchanged.

8.3.3 Scalable Encryption for Progressive Coding

In progressive coding, the compressed data stream is scalable. Considering that the
data stream may be truncated in bit-level granularity, it can only be encrypted by a
stream cipher. The reason and method are the same as for the enhancement layer in
layered and progressive coding. Additionally, one key is used to encrypt the whole
stream. Thus, the bit rate conversion process with scalable encryption, as shown in
Figure 8.8, keeps the original data stream’s scalability unchanged.
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Figure 8.7 Bit rate conversion with layered and progressive encryption.

8.3.4 Scalable Encryption for Scalable Coding

In scalable coding, the compressed data stream is composed of small coding
units, and they are scalable and can be reordered. To keep the bit-level granular-
ity, each coding unit should be encrypted with a stream cipher, which is similar to
the encryption of progressive coding. The data stream in scalable coding contains
many coding units that may be removed. Thus, the keys of the coding units should
be carefully decided. In the first case, different coding units are encrypted with
the same key. Thus, it is easy to synchronize the key even after bit rate conversion.
However, considering that the coding unit may be composed of few bits, encryp-
tion based on the same key is not secure enough. In the second case, different cod-
ing units are encrypted with different keys. The security will be improved greatly.
But the difficulty is to synchronize the keys even after coding unit removal or
reordering. To achieve this, some ancillary information is required on the order of
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Figure 8.8 Bit rate conversion with progressive encryption.
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Figure 8.9 Bit rate conversion with scalable encryption.

the coding units. Of course, the ancillary information should be transmitted in a
secure manner. Suppose the issue of key synchronization is solved, the bit rate con-
version process with scalable encryption, as shown in Figure 8.9, keeps the original
data stream’s scalability unchanged.

8.4 Performance Comparison

According to the previous analysis, the ciphers and key synchronization means
suitable for different scalable coding methods are compared and listed in Table 8.2.
As can be seen, for the progressive or scalable stream, a stream cipher is more suit-
able than a block cipher because of the bit-level granularity. For the data stream that
may be reordered, the contained coding units can be encrypted by different keys.

Table 8.2 Encryption Schemes for Different Scalable Coding Methods

Scalable Coding Method Suitable Cipher Key Synchronization
Layered coding Block cipher or stream Same key or different key
cipher
Layered and progressive  Base layer: block cipher ~ Same key or different key
coding or stream cipher

Enhancement layer:
stream cipher
Progressive coding Stream cipher Same key
Scalable coding Stream cipher Same key: low security
Different key: ancillary
information is required
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In this case, information on the order of the coding units is required to realize key
synchronization.

Considering the scalable data stream’s properties, the encryption operation is
often applied to the compressed data stream. Thus, the compression efficiency is
unchanged. The security depends on the adopted ciphers. The encryption efficiency
can be improved by encrypting only some sensitive layers or coding units. For
example, in layered coding, only the base layer and middle layer are encrypted,
while leaving the enhancement layer unchanged. For details, see the chapter on
partial encryption.

8.5 Summary

In this chapter, scalable encryption is defined and introduced, and some typical
scalable encryption algorithms suitable for different scalable coding methods are
presented. The encryption algorithms include layered encryption, layered and
progressive encryption, progressive encryption and scalable encryption. They are
suitable for data streams encoded by layered coding, layered and progressive cod-
ing, progressive coding and scalable coding, respectively. For each encryption algo-
rithm, the suitable ciphers and key synchronization method are proposed. Scalable
encryption can also be regarded as a kind of partial encryption. Its typical applica-
tion is secure media transcoding,.
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Chapter 9

Commutative
Watermarking
and Encryption

9.1 Definition of Commutative
Watermarking and Encryption

As is known, encryption is used to protect the confidentiality of media content,
and watermarking [1, 2] can be used to protect the copyright of media content.
The watermarking technique embeds copyright information into media content by
modifying the media pixels slightly. The embedded information can be detected or
extracted from media content and used to tell the ownership.

Because media encryption and media watermarking serve different functions,
they can be combined to protect both confidentiality and ownership/identity. Gen-
erally, it is implemented in two steps [3, 4]. First, the media data is watermarked.
Second, the watermarked media data is encrypted. In this case, media data must
be decrypted before the watermark can be detected or another watermark can be
embedded. That is, the encryption operation and watermarking operation cannot
be commurtated. In some applications, if they are commurtative, some computing
cost will be saved. For example, the watermark can be embedded into the encrypted
media data directly, or it can be extracted from the decrypted media data. Addi-
tionally, the direct operation in the encrypted domain can be supported, which is
suitable for some secure applications. For example, the watermark can be embedded
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Figure 9.1 Architecture of commutative watermarking and encryption.

into the encrypted media data directly without knowing the decryption key, which
avoids the leakage of media content.

The concept of commutative watermarking and encryption (CWE) was first
reported in [5]. It means that multimedia content can either be first watermarked
then encrypted or first encrypted then watermarked. The two processes are equiva-
lent, as shown in Figure 9.1. Let P be the original media content, C the encrypted
media content, M the watermarked media content, E() the encryption algorithm,
W() the watermark embedding algorithm, K, the encryption key, Ky, the water-
mark key and S the watermark. For the commutative encryption and watermarking
operations, the following condition should be satisfied.

W(EP,K,),W,K,)=EWP,S8,K,),K,)=M.

Furthermore, set D() the decryption algorithm, G() the watermark detection
algorithm, and K, the decryption key. Thus, the watermark can be detected accord-
ing to

GD(M,K ),K,,) = GDEW(P,S,K, ). K, ) K ). K,)
= G(W(P,S,K,),K,)=S.

As can be seen, if encryption and watermarking operations are commutative,
the order of encryption or watermarking can be changed, which does not affect
correct decryption or watermark detection.
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However, the difficulty is to find the commutative encryption or watermark-
ing operations. In [5], commutative operations based on exponential operation are
proposed, which satisfy the following condition.

(PKE )KW — pFeku =(PK‘V )](E'

There exists the encryption algorithm based on an exponential operation, for
example, RSA cipher [6]. However, it is still difficult to find the watermarking
algorithm based on an exponential operation.

To date, there are two practical solutions. The first is based on partial encryp-
tion, and the other is based on homomorphic encryption and watermarking opera-
tions. They are presented in detail below.

9.2 CWE Based on Partial Encryption

The first solution makes use of partial encryption to construct the CWE scheme. In
this kind of scheme [7, 8], media data is partitioned into two parts, one is encrypted
and the other is watermarked. For the encrypted part to be independent of the
watermarked part, the properties of the encryption algorithm and the watermark-
ing algorithm are kept unchanged. However, the disadvantage is that only a part of
the media data is encrypted, which causes some loss in security.

9.2.1 The General Architecture

The proposed scheme is shown in Figure 9.2. Let the original media P be composed
of two parts, X, and X]. Xj is the perception-significant part, changes to which often
cause the media data to be unintelligible, whereas human eyes are not as sensitive
to X,. In partial encryption, only the perception-significant part X is encrypted
into X'y, while X] is left unchanged. In watermarking, because of the redundancy
in X, information § is embedded into X| imperceptibly, which produces the data
X'1. Thus, X'y and X', form the encrypted and marked data M. The encryption and

watermarking processes are defined as

{X(; =E(X,,K,)

X!=W(X,S.K,)

In decryption and watermark detection, the followed operations are done.
X, =D(X!,K,)
S=GX,K,)
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Figure 9.2 Architecture of the CWE scheme based on partial encryption.

Because the encryption part X, and the watermarking part X; are indepen-
dent from each other, the encryption algorithm’s property and watermarking algo-
rithm’s property are both unchanged. However, the security is decreased because
the watermarking part is not encrypted.

9.2.2 The Improved Scheme

The scheme based on partial encryption can be improved by introducing a ran-
dom partitioning operation. That is, the media P is partitioned into two parts,
X, and X, under the control of a key. As shown in Figure 9.3, whether a pixel in
media P belongs to X; or X] is decided by the key bit. Thus, besides the encryp-
tion key K, and watermarking key K, the partitioning key Kis also required by
a user who can decrypt the media data or extract the watermark correctly. How-
ever, under the condition of known-plaintext attack or select-plaintext attack, the

Encryption part

X
K 0
Random
P partitioning | | Watermarking part
Xy

Figure 9.3 The improved scheme based on random partitioning.
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Table 9.1 Media Data Partitioning

Media Encryption Part X, Watermarking Part X,

Raw image Significant bits, foreground Nonsignificant bits,
background

Raw audio Sensitive segments Other segments

Raw video Foregrounds, sensitive frames Backgrounds, other
frames

Compressed image, Sensitive parameters Other parameters

audio or video

partitioning mode can be broken, unless different media content is partitioned
with different keys.

9.2.3 Selection of the Encryption Part and Watermarking Part

The selection of the encryption part and watermarking part should consider the
perceptual security and the robustness of the watermark. According to partial
encryption, the data part that is significant to the media’s intelligibility is preferred
to be encrypted. The watermarking part should be robust against some accept-
able operations, such as recompression or slight noise. Considering the properties
of images, audios or videos, we can partition them into two parts according to
Table 9.1. Taking a raw image, for example, the significant bits in image pixels can
be regarded as the significant part and the nonsignificant ones as the second part.
For raw video, the first part may be composed of foregrounds or sensitive frames,
while the second part may be composed of backgrounds or other frames. For com-
pressed media data, the first part may include some sensitive parameters, while the
second part is composed of other parameters.

Taking compressed video for example, the MEPG4 AVC/H.264 [9] video is
encrypted and watermarked with the partial encryption based CWE scheme. As
presented in [8], such parameters as inter/intra-prediction mode (IPM), motion
vector difference (MVD) and residue coefficient sign are encrypted, while the
amplitude of DC or AC is watermarked with quantization embedding. That is, the
watermarking operation only changes the bit-planes of discrete cosine transform
(DCT) coefficients. To save time, the selected parameters are encrypted partially.
To keep them robust and imperceptible, the coeflicients are selected adaptively
according to macroblock type. Figure 9.4 shows encrypted video that is unintelli-
gible. The quality of the watermarked video is shown in Figure 9.5. Here, Salesman
is QCIF, Mobile is CIF, and they are both encoded at 3 Mbps. As can be seen,
when the quantization step (QP) is no bigger than 36, the video quality is accept-
able. Additionally, the watermarking and encryption operations do not affect each
other, that is, the commutation property is satisfied.



136 ®m  Multimedia Content Encryption: Techniques and Applications

Original Encrypted

Figure 9.4 Video encryption based on MPEG4 AVC/H.264.

9.3 CWE Based on Homomorphic Operations

There exist some homomorphic [6] encryption and watermarking operations, which
can be used to design the CWE scheme. In the following content, bitwise XOR
operation and module addition operations will be investigated.

9.3.1 The CWE Scheme Based on XOR Operation

Considering that XOR operation is often used in either encryption [6] or water-
marking [10], the commutative scheme based on XOR operation can be con-
structed. Taking XOR operation for example, the encryption operation is

C=E(P,K,)=P&K,.

355
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32.5
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28 30 32 34 36 38 40
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Figure 9.5 Quality of the watermarked video.
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Here, @ is the bitwise XOR, P is the pixel in the original media content, and K is
the pixel in the key stream that can be generated from a pseudorandom sequence
generator [6, 10]. Generally, P is of L-bit, K. is of Q,-bit (0< Q, < L). Q, is in rela-
tion with the security of the encryption algorithm. The watermarking embedding
operation is

M=W(C,K,)=C®K,.

Here, C is the pixel in the encrypted media content and K, is the pixel in the
watermark sequence that can be generated from a pseudorandom sequence gen-
erator. Generally, C is of L-bit, Ky, is of Q-bit (0 < Q, < L). Generally, Q, is
small enough to maintain the imperceptibility of the watermark. The decryption
operation is

F=D(M,K,)=M®&K, .

Here, M is the pixel in the watermarked media content, and K, is the pixel in the
decryption key stream that can be generated from a pseudorandom sequence gen-
erator. Generally, K, is equal to K. Thus, we get

W(E(P,K,).K,)=P®K, ®K =P &K, ®K, = EW(P,K,).K,)

and

DW(E(P,K,),K,).K,)=P®K, ®K  OK

=P®K, ®K, ®K, =P®K, =W(P.K,).

Here, K; = K),. As can be seen, when E() and W() are both XOR operation, they
are commutative. From the received media copy F, the watermark § can be detected
according to the following method.

W

S:{[( if <F®P,K,>>T

=K, otherwise

Here, <A,B> denotes the correlation value between A and B (4 and B are two
samples), and T is the threshold used to determine the existence of the watermark.

Taking raw image encryption, for example, the image pixels are encrypted and
watermarked by bitwise XOR operation. The encrypted image, watermarked image
and decrypted image are shown in Figure 9.6. Here, Q, =8 and Q, = 3. As can be

seen, the encryption and watermarking operation are commutative.
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9.3.2 The CWE Scheme Based on Module Addition

In another case, for additive watermarking and encryption based on random
modulation, the commutative watermarking and encryption scheme can also be
constructed. Similarly, the encryption operation and watermark embedding are

defined as

C= E(P,KE) = (P'+KE)modL
M=W(C,K,)=(C+K,)mod L
Here, P (0 < P < L) is the pixel in the original media content, C (0 < C< L) is the
pixel in the encrypted media content, K (0 < K < L) is the pixel in the encryption
sequence, Ky, (=4 < K, < A) is the pixel in the watermark sequence, and P’ (A< P<
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L — A) is the preprocessed pixel in the original media content. As can be seen, the
original pixel P is preprocessed by shifting to the range of [A, L —A —1].
The decryption operation is done according to

F=D(M,K,)=(M-K,)mod L

=(P'+K,+K,~K, )modL=(P'+K 6 )modL=P'+K °
Then, the watermark is detected by

:{[(W, if <F,K,>>T

=K v otherwise

Here, 7 is the threshold used to determine the existence of the watermark.

Taking MPEG2 video encryption, for example, the DC coeflicient of each
luminance DCT block is encrypted and watermarked by modulation opera-
tion. The encrypted video, watermarked video and decrypted video are shown in
Figure 9.7. Here, L = 1024 and A = 32. As can be seen, the encryption and water-
marking operation are commutative. Of course, only encrypting DC coefficients is
not secure enough, which can be improved by encrypting chrominance DC coef-
ficients, AC coefficients’ signs and motion vectors’ signs with other algorithms.
Figure 9.7(f) shows the video encrypted by the improved scheme. Here, except
luminance DC, the selected parameters are encrypted with AES. As is apparent,
the watermarking and encryption remain commutative.

9.4 Performance Comparison

The partial encryption CWE schemes and the homomorphic operation CWE
schemes have different properties. Here, two aspects are considered, the security
of encryption and the robustness of the watermark, as shown in Table 9.2. For the
partial encryption scheme, the watermark’s robustness can be obtained by selecting
a robust watermarking part. The media content’s properties can be used to embed
the watermark adaptively. In the homomorphic CWE scheme, the watermark’s
robustness is limited by the encryption operation. For example, the pixels” statisti-
cal properties are changed by the encryption operation, which cannot be used to
embed the watermark adaptively. With respect to the content security, the partial
encryption scheme depends on the partial encryption algorithm adopted, while for
the homomorphic scheme, the security of the content is based on the stream cipher
adopted. Thus, if the partial encryption can satisfy the required security, the partial
encryption CWE scheme is preferred for practical applications.
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(c) Watermarked (d) Decrypted

(e) Difference between (a) and (d) (f) Improved encrypted

Figure 9.7 The MPEG2 video generated by the module addition CWE scheme.

Table 9.2 Performance Comparison of Different CWE Schemes

Robustness of

CWE Method Content Security the Watermark
CWE scheme based on  Based on partial encryption Robust
partial encryption
Improved partial Based on partial encryption and Relatively robust
encryption-based CWE  stream cipher
CWE scheme based on  Based on stream cipher Not robust

homomorphic
operations
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9.5 Summary

In this chapter, commutative watermarking and encryption (CWE) are defined
and introduced, and some typical CWE schemes are presented. Typical schemes
include the partial encryption scheme and the homomorphic scheme. The former
easily provides high robustness of the watermark, while the latter one provides
higher security. Note that, for homomorphic CWE, homomorphic encryption and
watermarking operations are required. However, to date, the known homomorphic
operations are only limited to stream ciphers. Thus, the homomorphic operations
in block ciphers are anticipated for this method to find wide application.
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Chapter 10

Joint Fingerprint
Embedding and
Decryption

10.1 Definition of Joint Fingerprint
Embedding and Decryption

Digital fingerprinting [1-4] is a technology used to trace illegal distributors, which
embeds users’ identification information imperceptibly into media content. The user
information, such as an ID code, is embedded into the media content by watermark-
ing techniques [5, 6]. If the customer redistributes his media copy to other unauthor-
ized customers, e.g., by putting it on the Internet, the ID code can be extracted from
the media content and identify illegal distributors.

In secure media distribution, media content is often encrypted before transmis-
sion on the sender side. In order to trace illegal distributors, the fingerprint infor-
mation is embedded on the receiver side, which is suitable for applications with a
large number of customers, such as video-on-demand or digital TV. However, if
the decryption operation and fingerprint embedding operation are independent, as
shown in Figure 10.1, the plain-content may be leaked out from the gap between
decryption and fingerprint embedding. The decryption and fingerprint embedding
process is defined as

M=W(D(C,K),F),

where C, F, M, D(), and W() are the cipher-media, fingerprint information, finger-
printed media, decryption function and fingerprint embedding, respectively.
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K
Original l - Encrypted
media — EnCr(}};};thﬂ media Sender
() ©
Decryption Fingerprint Fingerprinted
(D) embedding (W) media (M)
Kp F Receiver

Figure 10.1 General architecture of secure media distribution.

To solve the problem of content leakage, joint fingerprint embedding and
decryption scheme (JFD) [7] have been reported, as shown in Figure 10.2, which
combines decryption operation and fingerprint embedding and avoids the content
leakage. The JFD operation is defined as

M=J(C.K,,F),

where C, F, M, and /() are the cipher-media, fingerprint information, fingerprinted
media and JFD function, respectively.

Kg
Original ; Encrypted
media — Encr(}};;;tlon media Sender
®) ©

Joint fingerprint embedding Fingerprinted

and decryption (]) media (M)
Kp E Receiver

Figure 10.2 Secure media distribution based on joint fingerprint embedding
and decryption (JFD).
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As can be seen, the JFD operation /() can be regarded as the combination of
W() and D(). Several JFD schemes have been reported. They are introduced and
analyzed below.

10.2 Typical JFD Schemes

Three properties of a JED scheme need to be investigated, the security of encryp-
tion, the robustness and imperceptibility of the fingerprint, and the security of the
fingerprint. Here, the fingerprint’s security denotes the ability to survive collusion
actacks [8]. In a collusion attack, several customers combine their media copies
together by such operations as averaging, min-max selection, Linear Combination

Collusion Attack (LCCA) [9], etc.

10.2.1 The JFD Scheme Based on Broadcast Encryption

The JFD scheme based on broadcast encryption [10] is shown in Figure 10.3. On
the sender side, the media stream is partitioned into segments, each segment is
watermarked into two copies, and thus, two media streams are produced. In the

Sender

Original media |

!

Segment
partitioning

Receiver

|1|0...|0|

DecryEF— Kp

§
g
=]
5
S | T I
oQ

[ 1] o ] oo |
Lo] o [ o |
o] o]
RN [ |
Lol o ]ol]

Figure 10.3 The joint fingerprint embedding and decryption (JFD) scheme
based on broadcast encryption.
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Decryption — M,

Sender

Receivers

P — Encryption

Table 0

Decryption — M,

Figure 10.4 The joint fingerprint embedding and decryption (JFD) scheme
based on codeword modification.

»

first media stream, the information bit “1” is embedded into each segment. In
the second media stream, the information “0” is embedded into each segment.
Then, the two media streams are encrypted. Here, each segment in either stream is
encrypted with a different key generated from K. On the receiver side, the media
stream corresponding to the fingerprint information Fis received. Here, for the ith
segment, whether “1” segment is received or “0” segment is received is determined
by the fingerprint bit .. Then, the key sequence is produced by K}, and is used to
decrypt the received media stream. In this scheme, the segment can be encrypted
with a strong cipher, such as AES, 3DES and so on. Thus, high security can be
obtained. The disadvantage is that double streams need to be transmitted, which
doubles the transmission cost.

10.2.2 The JFD Scheme Based on Codeword Modification

The codeword modification method [11] is shown in Figure 10.4. On the sender
side, the media content P is encrypted into C with a secure table. On the receiver
side, different users employ different tables to decrypt the media content into sep-
arate copies. The fingerprint information is determined by the decryption table.
Here, there are slight differences between the three tables, that is, Table 0, Table 1,
and Table 2. For example, for the corresponding codewords in Table 1 and Table 2,
there is only one bit difference. Generally, the bit difference happens in the least
significant bit-plane, which maintains the imperceptibility of the watermark. It was
reported that the scheme is time efficient and secure against cryptographic attacks.
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Figure 10. 5 The joint fingerprint embedding and decryption (JFD) scheme
based on partial decryption.

However, for different customers, different key tables should be transmitted, which
cost bandwidth. Additionally, the least significant bits are not robust to signal pro-
cessing, such as recompression, additive noise, filtering, etc.

10.2.3 The JFD Scheme Based on Partial Decryption

The JFD scheme based on partial decryption [12] is shown in Figure 10.5. On the
sender side, the discrete cosine transform (DCT) coefficients of the media content
are all encrypted. On the receiver side, some of the coefficients are decrypted, while
some are left undecrypted. By detecting the position of the undecrypted coefficients,
the identification information can be explored. Thus, the difference between the
decryption keys determines the difference between the undecrypted coefficients.
The scheme is robust to some operations, while the imperceptibility cannot be
confirmed. Because only the DCT coeflicients’ signs are encrypted, the encrypted
media content is not secure in perception. Additionally, the security against collu-
sion attacks cannot be confirmed.

10.2.4 The JFD Scheme Based on Index Modification

The JFD scheme based on index modification [13] is shown in Figure 10.6. On the
sender side, the Huffman code is encrypted by index encryption. On the receiver
side, the Huffman code is decrypted by index decryption together with index modi-
fication. The index modification depends on both the encrypted Huffman code and
the fingerprint information F. Thus, different fingerprints will produce different
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Figure 10.6 The joint fingerprint embedding and decryption (JFD) scheme
based on index modification.

Huffman codes. This scheme is designed for MPEG data stream distribution. It
provides security against some cryptographic attacks, while the robustness against
some signal processing operations (recompression, adding noise, filtering, etc.) can-
not be confirmed.

10.2.5 The JFD Scheme Based on Homomorphic Operations

The JED scheme based on homomorphic operations [14] is shown in Figure 10.7. On
the sender side, the media 2 is modulated by the random sequence R, and it is encrypted
into C= P+ R. On the receiver side, each customer gets the key sequence R - a.F from

|

|
Sender : Receiver
|
|
R
f#\ |
|
I C=P+R N\
P \J,/ i M=P+«aF

|
|
|
P - oF |
|
|
|

Figure 10.7 The joint fingerprint embedding and decryption (JFD) scheme
based on homomorphic operations.
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Table 10.1  Encryption Schemes for Different Scalable Coding Methods

JFD Scheme Security Robustness  Transmission Cost

JFD based on broadcast SLO Robust Double media
encryption streams + key

sequence

JFD based on codeword SLO Not robust  Key table
modification

JFD based on partial SL3 Robust Key hash
decryption

JED based on index SLO Not robust Fingerprint table
modification

JFD based on SL2 Robust Key sequence

homomorphic operations

the sender, and uses the sequence to demodulate media content Cand produce the fin-
gerprinted media M = P + aF. Because different customers own different F, each will
obtain a different media copy. As can be seen, the scheme is constructed on the addi-
tion operation that is used in both modulation encryption and additive watermarking.
The scheme is robust against signal processing, which benefits from the additive water-
marking algorithms, while security against cryptographic attacks cannot be confirmed.
Additionally, the transmission of the key stream costs much time and space.

10.3 Performance Comparison

According to the previous analysis, the existing JFD schemes have different proper-
ties in such aspects as security, robustness and transmission cost. The comparative
results are shown in Table 10.1. Generally, all of them have some disadvantages. For
example, the JFD scheme based on broadcast encryption is secure against crypto-
graphic attacks and robust against media processing, but it has twice the transmis-
sion size. The schemes based on codeword modification and index modification
are time efficient but not robust against media processing. That based on partial
decryption is not secure in perception. Homomorphic operations are robust against
media processing but not secure against cryptographic attacks. Thus, the trade-off
between the various properties needs to be investigated.

10.4 Summary

In this chapter, joint fingerprint embedding and decryption (JFD) schemes are
introduced and analyzed. They are constructed based on broadcast encryption,
codeword modification, partial decryption, index modification, and homomorphic
encryption, respectively. Their architectures and performances are investigated and
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compared. With respect to the properties of security, robustness and transmission
cost, they all need to be improved. This technique is still young and more research
is expected. However, from another viewpoint, the JED scheme is designed for the
untrusted user side. If the decryption and fingerprinting can be implemented in a
trusted computing platform, then a JFD scheme is no longer needed.
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Chapter 11

Typical Attacks on
Multimedia Encryption

11.1 Security Requirement of Multimedia Encryption

As mentioned in the chapter on performance requirements, multimedia encryp-
tion has special security requirements. Generally, besides cryptographic security,
perceptual security is required. Additionally, for partial encryption, the selected
parameters should also satisfy some principles, described in detail below.

B Cryptographic security—The encryption algorithm is secure against cryp-
tographic attacks [1], e.g., ciphertext-only attack, known-plaintext attack,
select-plaintext attack, etc. In the case of complete encryption, the tradi-
tional cipher or new cipher adopted is secure from a cryptographic view-
point. In partial encryption, some parameters are encrypted with a cipher
that is secure against cryptographic attacks. In compression-combined
encryption, the encryption operation combined with compression opera-
tion is secure from a cryptographic viewpoint.

B Derceptual security—The encrypted media content is secure to human
perception. For example, the encrypted image or video is unintelligible,
and the encrypted audio is too chaotic to be understood. This is a spe-
cial requirement of multimedia encryption. As is known, in text/binary
data encryption, the encrypted content is often unintelligible. Compared
with text/binary data, multimedia data often has a large redundancy. Thus,
traditional encryption may lose the redundant information. For example,
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using the raw image with block cipher’s ECB mode will produce a cipher-
image whose border information is still known. Additionally, in partial
encryption, the perceptual security depends on the selected parameters.
Thus, for multimedia encryption algorithms, perceptual security should be
investigated.

B Parameter security in partial encryption—In partial encryption, some
parameters are encrypted with a cipher and the other parameters are left
unchanged. Although the adopted cipher is strong, the security of the par-
tial encryption may not be confirmed. It depends on the relation between
the encrypted parameters and unencrypted parameters. If the encrypted
parameters can be replaced by or deduced from other parameters, the plain-
text will be recovered under ciphertext-only attack. Thus, the parameters
should be carefully selected in partial encryption.

Some types of attack are introduced below to analyze existing multimedia
encryption algorithms.

11.2 Cryptographic Attacks

Generally, the cipher should be carefully designed and analyzed before being used
in practical applications. Ciphers whose security can be confirmed are classified
into two types, ciphers based on iterated confusion and diffusion and ciphers based
on mathemartical theory. The former denotes such block ciphers as 3DES [2], AES
[3], etc. Their security depends on the computing complexity benefiting from the
iterated operations. The second type includes such public ciphers [4] as RSA, ECC,
etc. Their security depends on the NP (nondeterministic polynomial time) prob-
lem in mathematics, such as factoring a large prime number or solving the discrete
logarithm.

Recently, some new ciphers have been reported, for example, ciphers based on
chaos [5, 6] or neural networks [7, 8]. Their security needs to be analyzed before
we can use them. Here, taking chaotic permutation [9] for example, its security is
analyzed as follows.

Taking Cat map [9] for example, in a square area M x M, the Cat map is defined
as

(x/m\ (1 b \(xk\
LJ’,MJ B C(xk’yk) - La ab + IJ Ly,J mod M,

where (x;, y,) is the position of the pixel in the original square area and satisfies
0 < x;, y, <M, k is the iteration time, 4, b are the control parameters satisfying
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0< a, b <M (aand b are integers), and (x,,, y,.,) is the position of the pixel in the
permuted square area.

Under ciphertext-only attack, the brute-force space is M?. That is, the brute-
force attackers need to do M? times of enumeration before they can recover the
plaintext and parameters. Additionally, in each enumeration, each pixel should be
transformed in order to judge whether the transformed image is the plain-image or
not. However, under select-plaintext attack, the enumeration times can be reduced
greatly. Taking M = 16 for example, the original 16 x 16 image P is set as the fol-
lowing gray level.

0 16 32 48 64 80 96 112 128 144 160 176 192 208 224 240
1 17 33 49 65 81 97 113 129 145 161 177 193 209 225 241
2 18 34 50 66 82 98 114 130 146 162 178 194 210 226 242
3 19 35 51 67 83 99 115 131 147 163 179 195 211 227 243
4 20 36 52 68 84 100 116 132 148 164 180 196 212 228 244
5 21 37 53 69 85 101 117 133 149 165 181 197 213 229 245
6 22 38 54 70 86 102 118 134 150 166 182 198 214 230 246
7 23 39 55 71 87 103 119 135 151 167 183 199 215 231 247
8 24 40 56 72 88 104 120 136 152 168 184 200 216 232 248 '
9 25 41 57 73 89 105 121 137 153 169 185 201 217 233 249
10 26 42 58 74 90 106 122 138 154 170 186 202 218 234 250
11 27 43 59 75 91 107 123 139 155 171 187 203 219 235 251
12 28 44 60 76 92 108 124 140 156 172 188 204 220 236 252
13 29 45 61 77 93 109 125 141 157 173 189 205 221 237 253

14 30 46 62 78 94 110 126 142 158 174 190 206 222 238 254

15 31 47 63 79 95 111 127 143 159 175 191 207 223 239 255 |
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Here, pixels in different positions have different gray levels. Taking 2 =2 and 4 =
15 for example, the permuted image Cis
62 77 92 107 122 137 152 167 182 197 212 227 242 1 16 47 ]
93 108 123 138 153 168 183 198 213 228 243 2 17 32 63 78
124 139 154 169 184 199 214 229 244 3 18 33 48 79 94 109
155 170 185 200 215 230 245 4 19 34 49 64 95 110 125 140
186 201 216 231 246 5 20 35 50 65 80 111 126 141 156 171
217 232 247 6 21 36 51 66 81 96 127 142 157 172 187 202
248 7 22 37 52 67 82 97 112 143 158 173 188 203 218 233
23 38 53 68 83 98 113 128 159 174 189 204 219 234 249 8
54 69 84 99 114 129 144 175 190 205 220 235 250 9 24 39
85 100 115 130 145 160 191 206 221 236 251 10 25 40 55 70
116 131 146 161 176 207 222 237 252 11 26 41 56 71 86 101
147 162 177 192 223 238 253 12 27 42 57 72 87 102 117 132
178 193 208 239 254 13 28 43 58 73 88 103 118 133 148 163
209 224 255 14 29 44 59 74 89 104 119 134 149 164 179 194

240 15 30 45 60 75 90 105 120 135 150 165 180 195 210 225

31 46 61 76 91 106 121 136 151 166 181 196 211 226 241 O

It is easy to get the corresponding position pairs through comparing 2 and C. For
example, according to the pixel with gray level 10, it is permuted from [10,0] to
[9,11]. According to gray level 127, it is permuted from [15,7] to [5,10].

Thus, in the original chaotic map, the original position (x;, y,) and the per-
muted position (x;,;, ¥,,;) are both known, and the attacker’s aim is computing
the parameters # and 4. In this case, it is easy to get the following equations.

X, :xk+byk+/eOM, ’éo =-M+1,...,0,... M -1

Yy = 4%, +(ﬂb+l)yk +k1M, ky==M+1,...,0,..., M -1
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Here, 4, and 4, are determined by the values of z and 4. Then, solving these equa-
tions, we get

{a =y, —y, — kM) (x,— kM), k,k ==M+1,.,0,..M-1

1
b= (x x/e—/eoM)/yk, kOZ—M-i-l,...,O,...,M—l

S

Thus, the suitable 2 and & in the range of [0,M) can be obtained. As can be seen,
in this attack, only one pixel’s position pair is required. And only one pixel is com-
puted iteratively in order to get the suitable # and 4. Thus, the attack’s computing
complexity is greatly decreased.

If the chaotic map is iterated for more times, it is also easy to be broken with
the select-plaintext attack. Similarly, some other permutation-only encryption
algorithms are also not secure enough. Generally, these permutation operations
should be combined with some other operations, such as diffusion [5, 6], in order
to improve the system’s security.

11.3 Flaws in Perceptual Security

Perceptual security is important to multimedia encryption. Generally, the signifi-
cant parameters in media content should be encrypted in order to make the content
unintelligible. The significant parameters are sensitive to media content’s intelli-
gibility. That is, a slight change in the parameters will cause great changes in the
media content. In the chapter on partial encryption, some examples of parameter
selection are presented. Here, two flaws in parameter selection will be discussed.
First, the sensitive or significant parameter does not denote the parameter with
large volumes. Second, the perceptual security should be measured by objective
metrics.

11.3.1 Level Encryption in Run-Level Coding

The significant parameter may be the short parameter but not the long one. Taking
the run-length coding used in a PCX image [10], for example, each line of the image
is encoded with run-length coding that produces the (Level,Run) pairs. Here, Level
denotes the pixel’s gray level, and Run denotes the number of adjacent pixels that
have the same Level. Taking an 8-bit image for example, the Level is composed of
8 bits, while the Run is composed of 5 bits. That is, the image is encoded into the
sequence of (Level,Run) pairs, that is, (xg,p0), (cp0)s -or (%,_0,-)- Here, 0 < x; <
256,0<p, <64 (i=0,1, ..., n—1).

As can be seen, in the two parameters, the first one (Level) is longer than the
second one (Run). However, it does not mean that the first one is preferred to be
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'I

Encrypted

Figure 11.1 The images encrypted by Level encryption.

encrypted over the second one. For example, only the Level in each pair is encrypted
according to

xi' = E(xi,l(),

where E() is the encryption algorithm and K'is the key. Figure 11.1 shows the images
encrypted by Level encryption. Here, the AES cipher is used as the encryption algorithm,
and the same key is used for the whole image. As can be seen, the encrypted image’s
border information is still intelligible. In comparison, encrypting the Run obtains high
perceptual security, which has been proved in the chapter on partial encryption.

11.3.2 Statistical Model-Based Attack on Sign Encryption

Considering that multimedia encryption emphasizes content encryption, some
attacks aim to recover the cipher image’s intelligibility under the condition of
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knowing only cipher images. Statistical model-based attack [11] is an example of
this kind of attack. In this attack, the degradation of the cipher image is reduced
by making use of a statistical model of the image. Generally, it is realized according
to the following steps.

B First, the statistical model of the initial cipher image is constructed. Gen-
erally, the unencrypted part of the image is used to tell the estimation
information.

B Sccond, the initial cipher image is recovered by changing some of the
encrypted part. This operation is similar to the brute-force attack, but only
one pixel or bit is changed in each step.

B Third, a metric is defined to measure the difference between the constructed
version and a recovered version.

B Fourth, if the difference is smaller than 7" (a predetermined threshold),
then the recovered cipher image is regarded as the initial cipher image, the
second, third and fourth steps are followed, and they are repeated until the
difference is small enough. Otherwise, the second, third and fourth steps
are repeated directly.

Taking discrete cosine transform (DCT) sign encryption for example, the image
is partitioned into blocks, each block is transformed by DCT, and the DCT block’s
AC coefficients are encrypted by sign encryption. In the statistical model-based
actack, the amplitudes of the DC and AC coeflicients are used to construct a sta-
tistical optimal image, and the image is recovered by changing the AC coefficients’
signs. Figure 11.2 shows the images recovered by this attack, where 70% of the
signs are recovered. As can be seen, the image’s quality can be greatly improved.

Note that, in this attack, the key step is to construct an image with the cipher
image’s statistical model. The attack works well when the cipher image is degraded
to some extent. But, if the cipher image is degraded greatly, the attack does not
work. Thus, to resist this attack, the encrypted image should have low quality, such
as a small peak signal-to-noise ratio.

Original Encrypted Recovered

Figure 11.2 The images recovered by statistical model-based attacks.
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11.4 Replacement Attack

In partial encryption, some parameters are encrypted, while the others are left unen-
crypted. Intuitively, some attackers try to recover the plain media by replacing the
encrypted parameters with some others [12]. This kind of attack is named replace-
ment attack. Suppose the original media content P is composed of two parameters,
Xand Y. Among them, Xis encrypted into Z, while Yis left unchanged. Thus, the
cipher-media C'is generated according to

P=X|Y
Z =E(X,K),
c=Z|Y

where E() is the encryption algorithm and K is the key. The replacement attack
means to generate the new cipher-media C’ under the condition of knowing only Z

and Y] which is described by
C'=X'||y =G(Z,Y)||Y .

Here, G(Z,Y) is the method to generate the new X with the help of Z or ¥. The new
X, named X', replaces the original X.

According to the method G(), replacement attacks can be classified into two
types, direct replacement and correlation-based replacement.

B Direct replacement is used to break multimedia encryption algorithms,
which means to replace some of the encrypted data with other ones in
order to reconstruct the plain media content under the condition of know-
ing only the cipher media content. In this case, X' = G(Z). That is, the
unencrypted parameter Y'is not used.

B Correlation-based replacement is similar to direct replacement. The differ-
ence is that some of the encrypted data is replaced by unencrypted data.
In this case, X' = G(Y). That is, the unencrypted parameter ¥ is used to
generate X',

11.4.1 Replacement Attack on Bit-Plane Encryption

In bit-plane encryption [12], the image is partitioned into bit-planes, and the most
significant bit-planes are encrypted, while the others are left unencrypted. With
respect to this encryption scheme, two kinds of replacement attacks are described,
as follows.
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n=3 n=5

Figure 11.3 The images recovered by direct bit-plane replacement.

In direct replacement, the most significant bit-planes are replaced by zeros. Tak-
ing an 8-bit image for example, the bit-planes numbered from 0 to 7 are ordered
from the most significant one to the least significant one. By replacing the first
n(n=1,2,3, 4, 5) bit-planes with zeros, images with different quality can be
obtained, as shown in Figure 11.3.

In correlation-based replacement, the most significant bit-planes are predicted
by referencing other ones. For example, if the bit in the unencrypted bit-plane is “1,”
then the corresponding one in the encrypted bie-plane is estimated as “1,” otherwise,
as “0.” Figure 11.4 shows the replaced result when 7z =3 and 7= 5. As can be seen, the
correlation-based method results in higher quality than the direct method.

11.4.2 Replacement Attack on Frequency Band Encryption

In frequency band encryption, such as band encryption in the wavelet domain,
the media content may also be recovered by replacement attack. For example, in

Figure 11.4 The images recovered by correlation-based bit-plane replacement.
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Original Encrypted Replaced

Figure 11.5 The images recovered by frequency band replacement.

five-level wavelet transformation, if only the lowest frequency band is encrypted,
the image produced, shown in Figure 11.5(center) can be recovered by replacement
actack (right). Here, the coeflicients in the lowest frequency band are all replacing
the certain value 20.

11.4.3 Replacement Attack on Intra-Prediction
Mode Encryption

The MEPG4 AVC/H.264 video encryption scheme is proposed in [13], which
encrypts only the intra-prediction modes (IPMs) during video compression. By
replacing the scrambled IPMs with a certain value [14], the video quality can be
improved. Figure 11.6 shows the original video, encrypted video and recovered
video. Here, the IPMs are all replaced by the fourth mode.

Original Encrypted Replaced

Figure 11.6 The videos recovered by IPM replacement.
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Summary

In this chapter, the general security requirements of multimedia encryption are pre-
sented, and some typical attacks on existing encryption algorithms are presented.
Note that multimedia data is more complicated than we imagine, and thus, mul-

timedia encryption may face more potential attacks, which need to be resisted by

continuous research work.
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Chapter 12

Some Principles for Secure
Multimedia Encryption

12.1 Shannon’s Information Theory of Secrecy System

Shannon [1] defined a secrecy system as a communication process, and used infor-
mation entropy theory to model the process. As shown in Figure 12.1, the cipher’s
encryption process is defined as

C=E(P,K), (12.1)

where P, E(), K, and Care the plaintext, the cipher’s encryption algorithm, key, and
ciphertext, respectively.

In Shannon’s theory [1], the cipher’s plaintext 2 and ciphertext C are regarded
as the communication channel’s input and output, respectively. Then, the entropy
of the input is defined as

n—1

H(P)= —Z »,log p,

=0

where p; (=0, 1, ..., n—1) is P’s distribution probability. Entropy is really a notion
of self-information, that is, the information provided by a random process about
itself. Conditional entropy is defined as

n—1

HPC) == plogpy,»

i=0
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K

l

Encryption
(E)

Figure 12.1 The cipher’s encryption process.

where p iy denotes P’s conditional probability with respect to C. This information
can be used to measure the noise that changes P to C. Average mutual information
is defined as

I(P,C)=H(P)~H(P|C)=H(C)~H(C|P). (12.2)

Mutual information is a measure of the information contained in one process
about another process. It is in close relation with the correlation between the two
variables. Additionally, it can be defined as

I(P,C)=H(P)+ H(C)-H(P,C), (12.3)
where H(P,C) is the pair information of P and C.
Based on definitions, Shannon gave some conditions that a general encryption
process should satisfy.
First, it is easy to compute C from both P and K, and K is selected indepen-
dently from P. Thus, we get
H(K|P)=H(K)'

Second, the difficulty of ciphertext-only attack on a cryptosystem is measured
by H(P,K|C), and the difficulty of known-plaintext attack on a cryptosystem is
measured by H(K|P,C).

Third, a cryptosystem has ideal security, if it meets the following condition.
H(P,K|C)=H(K|C)+ H(P|C)= H(K)+ H(P)
H(K | P,C)= H(K) . (12.5)

In the following discussion, the entropy-based theory will be used to analyze
the three kinds of multimedia encryption schemes and present some principles for
designing a secure scheme.

12.2 Principles for Secure Complete Encryption
12.2.1 General Models of Complete Encryption

As mentioned in Chapter 4, complete encryption is classified into two types,
encryption before compression, and encryption after compression. The former, as
shown in Figure 12.2(a), is defined as

C=E(P,K),
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(M) (E) i

(b)

Figure 12.2 General models of complete encryption.

where P, E(), K and C are the original media, the encryption operation, key and
cipher-media, respectively. The latter, as shown in Figure 12.2(b), is defined as

C'=E(P",K)=EM(P),K), (12.6)

where P and M() are the compressed media and compression operation, respectively.

12.2.2 Encryption before or after Compression

The two models may get different ideal security. For the first model, it is easy to get
the ideal security.

H(P,K|C)=H(K)+H(P). (12.7)
For the second model, we get the ideal security.
H(P,K|C"=H(P',K|C")=H(K)+H(P'). (12.8)

Generally, for the compression process, the following condition is satisfied.

H(P')-H(P)=0. (12.9)

is is because there is much more redundancy in the raw media than the com-
This is b th h dundancy in th dia than th
pressed data. Thus, we get

H(P,K|C") > H(P,K|C). (12.10)
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| E0HE, | b I }
(a) Original (b) Encrypt before (c) Encrypt after
compression compression

Figure 12.3 Images encrypted by different complete encryption methods.

According to this point, we get the following principle.

Principle 12.1. In complete encryption, encrypting the compressed
media data will obtain higher security against ciphertext-only attacks
than encrypting the raw daca.

This principle can also be shown by the simple experiment that encrypts the raw
image and JPEG [2] compressed image, respectively, as shown in Figure 12.3.
Compared with Figure 12.3(c) obtained by encrypting the compressed image with
Advanced Encryption Standard (AES) [3], Figure 12.3(b) obtained by encrypting
the raw image with AES, explores some secret information.

12.2.3 Example of Secure Complete Encryption

It is easy to encrypt the compressed media data directly. However, the encryption
efficiency should be considered especially when real-time applications are required.
Taking media streaming, for example, the compressed media data is packaged into
packets that are transmitted and decoded in real time. To meet this application,
the scheme is proposed to encrypt the packets in a lightweight manner. First, the
packet is partitioned into subpackets in a random manner, then the subpackets are
encrypted with Video Encryption Algorithm (VEA) [4], as shown in Figure 12.4.

Header Header Header
Random Encryption
—_— [l il
P partitioning Po | Py foon | Poy Co | Co |- |Chr
Tail Tail Tail

Figure 12.4 Packet encryption based on Video Encryption Algorithm (VEA).
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12.2.3.1 Random Packet Partitioning

Set P=pup, ... pya (p» i=0, 1, ..., N— 1, is the bit in the packet) the original
media data in a packet, Py, P, ... and P, the n subpackets of the packet 2. To
partition the packet into subpackets, a random sequence R=ryr; ... 7 (0 <7< n)
is generated under the control of K. Then, in the partitioning, which subpacket the
bitpj (j=0,1, ..., N—1) belongs to is decided by the following method.

(12.11)

el p=i(j=0L. N=1i=01..n-1)
2 ¢P, p #i(j=0L.,N-Li=01.,n-1)

12.2.3.2 Packet Encryption

For the 7 subpackets, only the first one is encrypted by a traditional strong cipher,
such as 3DES or AES [5], and the other 7 — 1 subpackets are encrypted by bitwise
exclusive or (XOR) operation. The encryption operations shown in Figure 12.5(a)
are defined as

C, = E(B,K),
C=P®P_, (i=12,..,n-1) (12.12)

Here, E() is the encryption operation of the adopted cipher, @ is the XOR opera-
tion, and G, C,, ... and C,_, are the encrypted subpackets corresponding to Py, P,
...and P _,, respectively.

12.2.3.3 Decryption

The partial decryption process is symmetric to the encryption process. First, the
packet is partitioned into 7z subpackets. Then, for the # subpackets, only the first
one is decrypted by a traditional strong cipher, and the other 7 — 1 subpackets are
decrypted by XOR operation. The decryption operations shown in Figure 12.5(b)
are defined as

I, = D(C, K),

P=C@®P ,(i=12,.,n-1) (12.13)

Here, the parameters are similar to the ones in encryption operations.

12.2.3.4 Encryption Efficiency

For each packet, there are # subpackets, and each subpacket is composed of 647 bits
(r> 0 and 7 is an integer). In all the subpackets, only the first one is encrypted by
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Figure 12.5 Subpacket encryption and decryption operations.

a traditional cipher, while the others are encrypted by XOR operation. It is tested
that, for each 64-bit plaintext, the encryption time ratio between XOR and AES is
about 0.06. Thus, for the whole packet, the time ratio (TR) between VEA encryp-
tion and complete AES encryption is

_ T 40.06( =1 _ 1 o n=1 (12.14)
ntT n n

TR

As shown in Figure 12.6, the time ratio decreases with increase in 7. The ratio
is smaller than 0.5 when 7 is no smaller than 3.

12.3 Principles for Secure Partial Encryption
12.3.1 Model of Partial Encryption

The proposed partial encryption model is shown in Figure 12.7, which combines
the encryption process with the compression process, and is composed of media
compression, parameter encryption, and media decompression. Here, P, K, and C
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Figure 12.6 Time ratio between Video Encryption Algorithm (VEA) and com-
plete Advanced Encryption Standard (AES) encryption.

are the plain-media, key and cipher-media, respectively. Xand Yare the parameters
in the data stream, among which Xis encrypted into Z, while Yis left unchanged.
The encryption process is defined as

E(X,K)=Z, (12.15)

where E() is the encryption operation. Without losing the generality, the data
stream composed of two parameters is investigated. If the data steam is composed
of more parameters, similar results can be obtained.

12.3.2 Principles for Secure Encryption
12.3.2.1 Cryptographic Security

In parameter encryption, the cipher E() is used to encrypt the parameter X, whose
security is in close relation with the system’s security.

According to Section 12.1, the security against known-plaintext attack is
H(K|P,C). Thus, in the proposed partial encryption scheme, we get
HKK|P,C)=HK|X,)Y,Z). (12.16)
According to Equation (12.4), we get

H(K|P)=HKK|X,Y)=H(K). (12.17)
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According to Equations (12.16) and (12.17), we get
H(K|P,C)=H(K|Z). (12.18)

Thus, we get the following principle.

Principle 12.2. In the partial encryption scheme, the scheme’s secu-
rity against known-plaintext attack depends on the security of the
adopted cipher.

Thus, to design a secure partial encryption scheme, the cipher with high security

should be selected.

12.3.2.2 Parameter Independence

In the partial encryption scheme, the relation between the encrypted parameter X
and the unencrypted parameter Y affects the scheme’s security.

According to Section 12.1, an encryption algorithm’s security against cipher-
text-only attack is H(K P|C). Thus, in the partial encryption scheme, the following
equation holds:

H(K,P|C)=H(K,X,Y | 2,Y)=H(K,X|Z,Y). (12.19)
According to Shannon’s theory, we get
HK,X|Z,Y)=H(K,X|2)-1(K,X,Y | Z). (12.20)

Here, I(A,B|C) means the mutual information between 4 and B under the condi-
tion of C. According to Equation (12.4), K'is independent of X'and ¥, so we get

K, X,Y|2)=1(X,Y | 2). (12.21)
Thus, from Equations (12.19), (12.20) and (12.21), we get
HKK,P|C)=HK,X|Z2)-I(X,Y|Z2)<HK,X|Z). (12.22)

Here, H(K,P|C) gets the maximal value H(K,X|Z) if and only if /(X,Y]Z) = 0, that
is, Xis independent from Y. Thus, we get the following principle.

Principle 12.3. In the partial encryption scheme, its security against
ciphertext-only attack gets the maximal value, if and only if the
encrypted parameter is independent of the unencrypted parameter.
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Figure 12.7 A model of partial encryption.

Therefore, to design a secure partial encryption scheme, the encrypted parame-
ter should be independent of the unencrypted parameter. This means resists attacks
that make use of the correlation between various parameters, such as the correla-
tion-based replacement attack [6].

12.3.2.3 Perceptual Security

Perceptual security denotes the encrypted media content’s intelligibility, which is in
close relation with the sensitivity of the encrypted parameters.

For the partial encryption scheme shown in Figure 12.7, we define parameter-
sensitivity of the encoding process as

s - BPHADZE (P AX (12.23)
e AP AP

Here, E, () denotes the compression process, and only parameter X is considered

when Yis left unencrypted. AP and AX are the slight disturbance on P and X,
respectively. Similarly, the parameter-sensitivity of the decompression process is

defined as
g - D (Z+AZ)-D (Z) AC
4= AZ AZ

(12.24)

Here, D, () denotes the decoding process, and only parameter Z is considered when

Yis left unencrypted. AZ and AC are the slight disturbance on Zand C, respec-
tively. In fact, for a certain codec, P = C and X = Z are satisfied, so we can get the
following condition from Equations (12.23) and (12.24).

S x§, =1 (12.25)
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For the adopted cipher, its plaintext-sensitivity is defined as

¢ _EX+AXK)-E(XK) _AZ (12.26)
. AX AX

Here, E(4, B)denotes the encryption process in which A is the plaintext and Bis the
key. Similarly, its key-sensitivity is defined as

¢ L EXK+AK)-E(XK) _AZ
ko AK CAK

(12.27)

Here, AK is the slight disturbance on K. Therefore, we get the plaintext-sensitivity
of the partial encryption scheme.

_&_AZXS‘{_AXXSPXSQ,

7 AP AP AP
APxSexprSd
= P :Se ><SP de =SP. (12.28)

Similarly, the key-sensitivity of the partial encryption scheme is

AC AZxS, AKxS xS,

In the partial encryption scheme, set the parameter-sensitivity of compression
and decompression processes as S, and S, respectively, and the key-sensitivity and
plaintext-sensitivity of the adopted cipher as S, and S, respectively, then the plain-
text-sensitivity of the partial encryption scheme is §,, = S,, and its key-sensitivity is
i, = 84xS,. As can be seen, the plaintext-sensitivity of the partial encryption scheme
is determined by the plaintext-sensitivity of the adopted cipher. The key-sensitivity
of the partial encryption scheme is determined by the parameter-sensitivity of the
decompression process. Thus, we get the following principle.

Principle 12.4. Because the key-sensitivity increases with the rise of
the parameter-sensitivity, the parameters with high sensitivity should
be encrypted in order to resist sensitivity-based attacks, such as direct
replacement [6] and statistical model-based quality improvement [7].

12.3.2.4 Summary of the Principles and Means

According to the above analyses, the cryptographic security and perceptual secu-
rity should be considered when designing a secure multimedia encryption scheme.
Additionally, for partial encryption, the parameter security needs to be considered.
To confirm the security requirements, some means and principles are proposed,
as listed in Table 12.1. First, the strong cipher should be adopted to keep high
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Table 12.1 Security Requirements and Means of Multimedia Encryption

Security Requirement Means to Confirm the Security
Cryptographic security Use strong ciphers
Perceptual security Encrypt the significant parameters
Parameter security in partial Keep the encrypted parameters
encryption independent from the unencrypted
ones

cryptographic security. Second, the significant parameters should be encrypted in
order to keep perceptual security. Additionally, in the case of partial encryption,
the encrypted parameters should be independent from the unencrypted ones.

12.3.3 Example Based on JPEG2000 Image Encryption

In JPEG2000 codec, the data stream is composed of three parameters, subband,
bit-plane, and coding pass. The image is transformed into different frequency
bands that represent different fidelity or resolution. Additionally, each subband is
partitioned into a number of code blocks, and each code block is encoded bit-plane
by bit-plane from the most significant one to the least significant one. In addi-
tion, each bit-plane is encoded with three passes, among which, the significant pass
encodes some significant coeflicients’ signs, the refinement pass encodes some coef-
ficients’ bit value, and the cleanup pass encodes both some significant coefficients’
signs and coefficients’ position information. Below, we test the sensitivity of the
proposed three parameters, that is, subband, bit-plane or code pass, respectively,
select the parameters according to the independence, select a suitable strong cipher,
and construct the secure partial encryption scheme.

12.3.3.1 Parameter Sensitivity

In L-level wavelet transform, an image is transformed into 3L + 1 subbands. For
example, the five-level wavelet transform produces the following subbands: LLs,
LH,, HL;, HH,, ..., LH,, HL, and HH,. Each subband has different sensitivity to
the image’s understandability. We encrypt each of the subbands, and compute the
peak signal-to-noise ratio of the corresponding image. The experimental results are
shown in Table 12.2 (only the lowest five subbands are listed). As can be seen, the
image’s quality is the worst when the lowest frequency (LLs) is encrypted. However,
for other frequency bands, the image’s quality is similar to each other. It tells chat
the subband of the lowest frequency has higher sensitivity to the images’ under-
standability, and it is favored to be encrypted.

Similarly, each bit-plane of the code block has different sensitivity to the image’s
understandability. Taking the same image for example, we encrypt each of the bit-
planes and get the encrypted image. The sensitivity is shown in Table 12.3. Thus, the
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significant bit-planes (from the sixth to the tenth) are more sensitive to the images’
understandability than less significant ones, which are preferred to be encrypted.

In bit-plane encoding, the significant pass, refinement pass and cleanup pass
have different sensitivity to the images’” understandability, which is tested with the
similar method, as shown in Table 12.4. As can be seen, the curve corresponding
to the cleanup pass is the lowest one. Thus, the cleanup pass is more sensitive than
other two passes, and it is preferred to be encrypted.

12.3.3.2 Parameter Independence

In the proposed three aspects (subband, bit-plane, and encoding-passes), bit-planes
are independent from each other, encoding-passes are also independent from each
other, but subbands are not. In wavelet transform, the subbands in different layers
are dependent on each other. That is, the subbands in the lower layer can be recov-
ered from the ones in the higher layer. Thus, it is not secure to leave all the subbands
in a layer unencrypted. For example, in a five-level wavelet transform, the subbands
LH,, HL, and HH, should not be left unencrypted because they can help to recover
the subbands LH,, HL, and HH,. In each code block, the bit-planes are indepen-
dent from each other, so they can be encrypted selectively. For each bit-plane, the
three encoding-passes are also independent from each other, which makes them
able to be selectively encrypted.

12.3.3.3 Selection of the Cipher

In JPEG2000 encoding, the encoding-passes are often of variable size, the block
ciphers in CTR mode or stream ciphers are preferred, for example, AES CTR [8]
or RC4 [9].

12.3.3.4 The Partial Encryption Scheme

According to the above analyses, we encrypt a JPEG2000 image with the following
method. First, the transformed frequency bands are partitioned into three parts
[10], low-frequency, middle-frequency, and high-frequency. Taking a three-level
wavelet transform for example, the low-frequency part is LL;, the middle-frequency
part includes LH;, HL;, HH;, LH,, HL, and HH,, and the high-frequency part
includes H;, HL, and HH,. For higher-level (e.g, four- or five-level) wavelet trans-
form, similar frequency parts can be produced. Then, for each part, the media data
is encrypted as follows.

B Low-frequency part—All the subbands in the low-frequency part are
encrypted. For each code block in the subbands, the four most significant
bit-planes are encrypted. And for each bit-plane, the three encoding-passes
are all encrypted.
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B Middle-frequency part—All the subbands in the middle-frequency part are
encrypted. For each code block in the subbands, the six most significant
bit-planes are encrypted. And for each bit-plane, only the cleanup pass is
encrypted.

B High-frequency part—All the subbands in the high-frequency part are
encrypted. For each of them, the three most significant bit-planes are
encrypted. And for each bit-plane, only the cleanup pass is encrypted.

12.3.3.5 Performance Evaluation

In the discussion below, the proposed encryption scheme’s security against such
attacks as correlation-based replacement attack, direct replacement attack and sta-
tistical model-based attack is analyzed and compared with some existing schemes.
Here, the block cipher of AES CTR is used, which confirms the cryptographic secu-
rity. Additionally, the efficiency of the encryption scheme in terms of time is tested.

12.3.3.5.1 Perceptual Security

In the proposed scheme, the significant parameters are encrypted, which make the
encrypted image unintelligible. Taking Lena (256 x 256, gray, five-level wavelet
transform), for example, the encryption result is shown in Figure 12.8. It shows
that the proposed encryption scheme provides high perceptual security.

12.3.3.5.2 Security against Replacement Attack

Replacement attack [6] includes two types, direct replacement attack and correla-
tion-based replacement attack. Direct replacement replaces the encrypted param-
eters with some other parameters directly. The scheme’s security against direct
replacement is determined by the sensitivity of the encrypted parameters. According

Original Encrypted

Figure 12.8 Result of partial image encryption.



Some Principles for Secure Multimedia Encryption ® 179

Figure 12.9 Images recovered by replacement attack. (a) The image recovered
by direct replacement in the existing encryption scheme. (b) The image recov-
ered by correlation-based replacement in the existing encryption scheme. (c)
The image recovered by direct replacement in the proposed scheme. (d) The
image recovered by correlation-based replacement in the proposed scheme.

to the second principle, if the parameters with high sensitivity are all encrypted,
then the scheme’s security can be confirmed. Correlation-based replacement attack
makes use of the relation between the encrypted parameter and the unencrypted
parameter to recover the encrypted one and thus to make the encrypted image intel-
ligible. According to the third principle, if the encrypted parameter bears little rela-
tion to the unencrypted parameter, the scheme’s security can be confirmed. Here,
we compare the proposed scheme with the existing encryption scheme [11, 12]
that encrypts only the low-frequency and middle-frequency parts while leaving the
high-frequency part unchanged. Taking Lena for example, the images recovered by
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Figure 12.10 Quality improvement by statistical model-based attack.

replacement attacks are shown in Figure 12.9. As can be seen, the recovered images
in the proposed scheme have lower quality compared with the ones in the existing
scheme. Thus, the proposed scheme is more secure against replacement attack than
the existing scheme.

12.3.3.5.3 Security against Statistical Model-Based Attack

In the proposed scheme, the parameters with high sensitivity are encrypted, and
thus, the encrypted image is degraded greatly. According to the properties of sta-
tistical model-based attack [7], the attack is practical when the encrypted image
is not greatly degraded. Thus, with respect to the proposed encryption scheme,
the statistical model-based attack does not work. Using this attack to recover the
images encrypted by the proposed scheme, the results are shown in Figure 12.10.
Here, various images are tested, including Airplane, Cameraman, Lena, Bridge,
Couple, and Baboon. They are ordered as: 0-Airplane, 1-Cameraman, 2-Lena,
3-Bridge, 4-Couple, and 5-Baboon. As can be seen, little quality improvement
is obtained.

12.3.3.5.4 Time Efficiency

The proposed encryption scheme encrypts only some sensitive data. The encryption
data ratio and encryption time ratio are tested, as shown in Table 12.5. The former
denotes the ratio between the encrypted data and the whole data stream, while the
latter denotes the ratio between the encryption time and encoding time. As can
be seen, the encryption data ratio is often no more than 15%, and the encryption
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Table 12.5 Time Efficiency of the Partial Encryption Scheme

Encryption Encryption
Image Size Colorful/Gray Data Ratio Time Ratio
Lena 128 x 128 Gray 10.5% 7.7%
Boat 256 x 256 Gray 8.9% 9.2%
Cameraman 256 x 256 Gray 11.4% 8.0%
Village 512 x 512 Gray 13.3% 10.3%
Lena 128 x 128 Color 12.1% 7.9%
Jet 256 x 256 Color 12.7% 8.8%
Peppers 256 x 256 Color 11.2% 9.5%
Baboon 512 x 512 Color 13.6% 9.9%

time ratio is often smaller than 15%. Thus, the partial encryption scheme is time

efficient and suitable for some real-time applications.

12.4 Principles for Secure Compression-
Combined Encryption

12.4.1 Model of Compression-Combined Encryption Scheme

The compression-combined encryption scheme is shown in Figure 12.11(b), which
is compared with the normal compression process shown in Figure 12.11(a).
According to Section 12.1, the encryption scheme’s security against ciphertext-only
attack and known-plaintext attack are defined as

H(KP
H(K|

| P")= H(KP|C)

PP = HK|C) (12.30)

The relation between compression ratio and security is investigated below.

Co
P —>| Compress |—>| Decompress |—> Py

(a) Normal compression

K

|

P —

Compress
+ Encrypt

C
< Lo e

(b) Compression-combined encryption

Figure 12.11 Compression-combined encryption and normal compression.
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12.4.2 Relation between Compression Ratio and Security

According to Equation (12.30), the security against known-plaintext attack is
HKK|C)=H(K)+H(P)-H(C)=H(K)-(H(C)-H(P)). (12.31)

Set N, the ciphertext space and D the compression ratio. Then, according to the
compression operation, we get

D =logN, —H(P)> H(C)- H(P). (12.32)

Considering that 7 is compressed into C, we get D >0. Thus, according to
Equation (12.32), we get

log N, - H(P)>0. (12.33)
According to Equations (12.32) and (12.33), Equation (12.31) is deduced to

H(K|C)=H(K)—(H(C)- H(P))

> H(K)~(og N, - H(P)) = H(K)~D.. (12.34)
When Cis in uniform distribution, Equation (12.35) holds:
H(C)=log N, (12.35)
In this case, the security against known-plaintext attack is
H(K|C)=H(K)-D, . (12.36)

Thus, the security H(K|C) decreases with increase in D,. Thus, we get the follow-
ing principle.

Principle 12.5. In compression-combined encryption, the compression
ratio may contradict the security against known-plaintext attack. A
suitable trade-off between them should be obtained to design a good
compression-combined encryption scheme.

12.4.3 Equivalent Compression—Encryption
Independent Scheme

For some compression-combined encryption schemes, there are equivalent com-
pression-encryption independent schemes. As shown in Figure 12.12, the security
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K K

Co l C l Cy
P ——| Compress |——| Encrypt |—>| Decrypt |—>| Decompress |—> P’

Figure 12.12 The compression-encryption independent scheme.

of the compression-encryption independent scheme against ciphertext-only attack
and known-plaintext attack is defined as

H(KP|C)=H(KC, |C)
H(K|PC)=H(K |CC))

(12.37)
According to Equation (12.4), we get
H(K|C))=H(K) and I(C,,K)=0. (12.38)
Thus, Equation (12.37) becomes
H(KP|C)= H(KC,|C)= H(K |C)+ H(C, |C)
H(K|PC)= H(K|CC,)= H(K |C) . (12.39)

Ascanbeseen from Equation (12.39), the security of the original scheme is determined
by the security of the equivalent scheme. Thus, we get the following principle.

Principle 12.6. If the compression-combined encryption scheme has
an equivalent compression-encryption independent scheme, then the
security of the original scheme can be measured by the security of the
equivalent scheme.

12.4.4 Analysis on Existing Compression—
Combined Encryption Schemes

According to the above analyses, two principles should be taken care of when design-
ing or evaluating compression-combined encryption schemes. First, the tradeoff
between compression ratio and security should be made. Second, the equivalent
scheme can be found to evaluate the original scheme’s security. Taking existing
compression-combined encryption schemes for example, we analyze their proper-
ties according to the principles.

12.4.4.1 Tradeoff between Compression Ratio and Security

As mentioned in Chapter 6, there exist some compression-combined encryp-
tion schemes, including Huffman tree permutation, random interval selection in
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arithmetic coding, random coefficient scanning, index encryption, etc. The typical
one is random coefficient scanning. In the DCT or wavelet domain, the more the
coeficients are permuted, the higher the security is. However, the more the coef-
ficients are permuted, the higher the changed compression ratio is. In the wavelet
domain, during complete permutation, subband permutation and quadtree permu-
tation, subband permutation gets a tradeoff. In the DCT domain, segment permu-
tation is able to get a tradeoff if the segments are partitioned in a suitable manner.
For Huffman tree permutation, index encryption and random interval selection in
arithmetic coding, it is also necessary to get a tradeoff between security and com-
pression ratio, which are not explained one by one.

12.4.4.2 The Equivalent Compression—Encryption
Independent Scheme

According to the definition in Chapter 6, the compression-combined encryption
scheme can be regarded as the combination of encryption operations and com-
pression operations. Generally, for most combined schemes, it is easy to find the
equivalent independent operations. For example, in the scheme based on Huffman
tree permutation, the Huffman coding and tree permutation can be isolated. Thus,
the scheme’s security depends on permutation operation. Similarly, in the scheme
based on index encryption, the scheme’s security depends on the cipher (stream
cipher or block cipher) used to encrypt the indexes. Additionally, in the scheme
based on random scanning, the security depends on the coefficient permutation.
According to this poing, it is easy to tell whether a compression-combined encryp-
tion scheme is secure or not. Of course, if you want to design a new scheme, this
principle should be used.

12.5 Summary

In this chapter, some principles for secure multimedia encryption are proposed.
These principles are constructed on the investigation of the three kinds of encryp-
tion schemes. To prove their soundness, some examples are presented. It is expected
to provide guidance to researchers or engineers working in this field.
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Chapter 13

Multimedia Encryption
in Typical Applications

13.1 Secure Media Player

Multimedia encryption techniques can be integrated into the media player.
Thus, the player can not only decompress and render media data, burt also
decrypt media data. For this kind of player, the input data include the decryp-
tion key and the encrypted media data. It permits service providers to make
their own players with security functionalities embedded. Compared with a
normal player, the secure player has a decryption operation. To maintain the
original performance, e.g., real-time playing, the decryption operation should
be carefully designed.

B The decryption operation and compression operation should fit each other.
In the player, the decryption operation and decompression operation can be
ordered in different mode, which depends on the encryption method. For
example, if the media data is first compressed then encrypted on the sender
side, then in the player, the decryption operation is followed by the decom-
pression operation, as shown in Figure 13.1. If the encryption operation is
combined with the compression operation, then, in the player, the decryp-
tion operation should be combined with the decompression operation. The
third case is that media data is first encrypted then compressed. However,
this case seldom happens, and thus, it is not considered here.

B The decryption operation should be efficient enough for real-time opera-
tions. Considering that, during playing, media data is first decompressed

187
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Wrong key

Decrypt l——l Decompress

Secure media player
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Figure 13.1 Architecture of a secure media player.

and then rendered, the inserted decryption operation may cause delays to
the decompression operation. Generally, a symmetric cipher is more widely
used, and thus, the encryption operation is symmetric to the decryption
operation. Therefore, for the secure player, a media encryption method with
high encryption efficiency is preferred.

13.2 Secure Media Streaming

Media streaming is now widely used in real-time entertainment, such as video-
on-demand [1], IPTV [2], mobile TV [3], etc. Media streaming has apparent
advantages over the download-based techniques. In download-based techniques,
a media program should be completely downloaded and stored in the user’s device
before it can be played back. In contrast, in media streaming, the media program
can be played back while it is downloading. According to this property, streaming
media aims to provide real-time media content transmission. Secure media stream-
ing provides media streaming services with the security confirmed. As shown in
Figure 13.2, media content is first encrypted by the sender and then streamed, and
only an authorized user can view the media content. For secure media streaming,
two properties are emphasized, security and efficiency.

Security is the basic requirement of secure media streaming. Various methods
have been proposed for secure content transmission. However, not all of them are
suitable for multimedia data. Taking three typical ones, ISMACryp [4], SRTP [5],
and IPSec [6], for example, their properties are introduced here.
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Sender Receiver
(Media protection
and streaming)

Figure 13.2 Architecture of secure media streaming.

B ISMACryp defines some methods for encrypting and authenticating
MPEG-4 [7] data streams. Since MPEG-4 is the codec for video content
compression, the ISMACryp works in the application layer.

B SRTP defines some means to encrypt and authenticate RTP (Real-time
Transport Protocol) packets. Since RTP is a technique working in the
transport layer, the SRTP works in the transport layer.

B [PSec defines some means to encrypt and authenticate IP packets and some
methods for secure exchanging. Since IP belongs to the network layer, the
IPSec works in the network layer.

Generally, a secure transmission method working in a higher layer can obtain
higher security than one working in a lower layer. For example, ISMACryp can
realize end-to-end security, while IPSec can only realize peer-to-peer security. Addi-
tionally, SRTP and IPSec are designed for general data transmission, but ISMAC-
ryp is suitable for multimedia transmission.

Encryption efliciency is a key issue in secure media streaming. Under the archi-
tecture designed by ISMACryp, some partial encryption algorithms can be intro-
duced to encrypt the parameters in MPEG4 data stream selectively. Additionally,
the data packets can be encrypted by such improved ciphers as VEA [8]. Thus, the
encrypted data volumes will be greatly reduced, and the encryption efficiency will
be improved.

13.3 Secure Media Preview

Secure media preview may be used in video-on-demand services. As shown in
Figure 13.3, the sender degrades the quality of the original media by perceptual
encryption algorithms [9, 10], and then puts the degraded content over the web
portal. Users can preview the degraded content freely. If a user is interested in
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Figure 13.3 Procedures of secure media preview.

the content, he will communicate with the sender, for example, by paying for the
content and receiving the key. After getting the key, he can recover the media
content and see a copy with high quality. Of course, the decryption process may
be online or offline, which depends on the transmission mode, that is, stream-
ing or downloading. Because partial encryption techniques are used in perceptual
encryption algorithms, the decryption efficiency is often high enough for real-time
applications.

13.4 Secure Media Transcoding

With the continued development of both network and multimedia technology, the
ability to watch a TV program anywhere is very nearly a reality today. It depends
mainly on two techniques: the convergence of multiple networks and the scalable
coding technique. Figure 13.4 shows an example based on the two techniques.
First, the TV program is compressed with scalable coding. Then, the compressed
data stream is transmitted through the Internet. The transcoder receives the data
stream from the Internet, changes the data stream’s bit rate by truncating some
bits, and then sends it to mobile networks. Finally, the mobile terminal receives
the data stream, decodes it, and displays the TV program with low resolution.
In this scenario, the original data stream’s bit rate is changed in order to adapt to
the limited bandwidth of the mobile channel. Generally, the transcoder need not
decompress the data stream. To realize secure transcoding, the transcoder does
not know the key, and he can only truncate the encrypted data stream. Thus, a
scalable encryption algorithm [11, 12] should be used here, which supports direct
bit rate conversion. Additionally, partial encryption mode can be used to reduce the
energy cost at the mobile terminal. For example, only the most significant layers of
the scalable data stream are encrypted, while other layers are left unencrypted. Of
course, the security should be confirmed by obeying the principles of secure partial
encryption.
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Figure 13.4 Architecture of secure media transcoding.

13.5 Secure Media Distribution

In secure media distribution, the media content is transmitted from the sender to
the user in a secure manner, which protects the media content’s various properties,
including confidentiality and copyright. To protect the confidentiality, an encryp-
tion technique will be used. For copyright protection, watermarking or fingerprinting
techniques can be adopted. In the scenario shown in Figure 13.5, the TV program is
encrypted by the sender, and the authorized user can receive and decrypt the TV pro-
gram. However, he cannot redistribute the decrypted program to other unauthorized
users. For example, user A cannot send his copy to user B. If so, the distribution can
be detected. In another case, the user cannot record the program with the capture and
then send it out, for example, over the Internet. If so, the user can be traced. To realize

Sender

o

User A

Figure 13.5 Architecture of secure media distribution.
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this functionality, the commutative watermarking and encryption (CWE) scheme
(13, 14] or joint fingerprint embedding and decryption (JFD) scheme [15, 16] can be
used. For example, at the receiver side, during decryption, the user’s unique code, for
example, the set-top box ID or the user’s registration code, is embedded into the TV
program imperceptibly. Thus, the decrypted program contains the unique code. If
the user sends it out, the unique code can be extracted and used to reveal the illegal
user. If the decryption and watermarking operations are integrated in the set-top box,
the computational cost is not so important. Bu, if they are implemented by the PC
or mobile terminal, efficient algorithms are preferred.

13.6 Digital Rights Management

The role of digital rights management (DRM) [17-19] in distribution of content
is to enable business models whereby the consumption and use of content is con-
trolled. As such, DRM extends beyond the physical delivery of content into man-
aging the content lifecycle. When a user buys the content, he may agree to certain
constraints. For example, he may choose a free version for preview or a full version
at cost, and for the full version, he may agree to pay a monthly fee or pay per
view. DRM allows these choices to be translated into permissions and constraints,
which are then enforced when the user accesses the content. Thus, to realize these

GSM/GPRS -
2 :

OMA DRM

Figure 13.6 The digital rights management (DRM) systems in the proposed
scenario.
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functionalities, multimedia content encryption will be used. Various DRM stan-
dards have been formed, which meet different application scenarios. Figure 13.6
shows some typical DRM systems involved in the following application scenario:
Bob watches a TV program with low quality on a mobile phone; when he arrives
at home, he continues to watch the TV program with high quality on a home TV.
This application scenario is realized based on the convergence of three networks,
Digital Video Broadcast for Handset (DVB-H), Global System for Mobile com-
munication (GSM), and Home network. For each network, there exists the cor-
responding DRM system.

In DVB-H network, DVB-H content protection and copy management (DVB
CPCM) [17] provides the principles for content protection and copy management
of commercial digital content delivered to consumer products. CPCM manages
content usage from acquisition into the CPCM system until final consumption,
or export from the CPCM system, in accordance with the particular usage rules
of that content. Possible sources for commercial digital content include broadcast
(e.g., cable, satellite, and terrestrial), Internet-based services, packaged media, and
mobile services. CPCM is intended for use in protecting all types of content: audio,
video, and associated applications and data.

For mobile communication, including GSM networks, Open Mobile Alliance
DRM (OMA DRM) [18] defines the format and the protection mechanism for
DRM Content, the format and the protection mechanism for the Rights Object,
and the security model for management of encryption keys. Before the content is
delivered, it is packaged to protect it from unauthorized access. A content issuer
delivers DRM Content, and a rights issuer generates a Rights Object. DRM Con-
tent may be transmitted independent from Rights Objects.

In home networks, various content protection means have been reported. Digi-
tal Transmission Content Protection (DTCP) [19] is a DRM technology used to
control “digital home” devices, including DVD players and televisions by encrypt-
ing their interconnections. Additionally, some Conditional Access (CA) systems
[20-23] are presented to transmit TV program to TV set-top box in a secure
manner.

In DRM systems, the content control or protection is realized by packaging
the data into two parts, the media content and rights information, as shown in
Figure 13.7. Among them, media content is first encrypted then packaged, and
it can be transmitted from the sender to the receiver in a public channel. The
rights information contains the content key and access rights, which is transmit-
ted over a secret channel independent from the media content. Various media
content encryption algorithms can be used to protect the media content. The
selection of the encryption algorithms depends on the application’s requirements,
for example, security, encryption efﬁciency, compression efﬁciency, format com-
pliance, etc.
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Figure 13.7 The packaging of media content and rights information.
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Chapter 14

Open Issues

During the past decade, multimedia content encryption has been widely studied,
and some methods have been reported, which meet various applications. However,
with respect to the versatility of multimedia content and services, multimedia con-
tent encryption is still not mature, and there are some open issues in this field.

14.1 Perceptual Security

Besides cryptographic security, perceptual security is also an important metric in
multimedia encryption algorithms. Perceptual security depends on the intelligibil-
ity of the encrypted media content. However, to date, no suitable objective metrics
exist for the intelligibility of multimedia data. Most of the existing work uses peak
signal-to-noise ratio (PSNR) to convey the degradation of media data. But PSNR
is more suitable for detecting the quality than the intelligibility. For example, an
image with low PSNR may be still intelligible, while a confused image may have
a large PSNR. Additionally, using subjective metrics (human perception) is not
efficient. Thus, suitable metrics for content intelligibility are expected.

14.2 Lightweight Implementation

With the development of multimedia and mobile communication techniques, mobile
media services are becoming more and more popular. The computing capability and
power storage of mobile terminals are often limited, which necessitates lightweight
encryption algorithms to protect mobile media. These algorithms are time-efficient but
not power-consuming. Thus, first, existing encryption algorithms with high encryp-
tion efficiency, such as partial encryption or compression-combined encryption,
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are preferred. Second, a method should be found to implement these algorithms on
the terminal side in a lightweight manner.

14.3 Contradiction between Format
Compliance and Upgrade

Format compliance is often considered when designing multimedia encryption algo-
rithms. In this case, the format information of multimedia data is kept unchanged,
and only some other sensitive information is encrypted. The format information
can be used to synchronize the encoder and decoder. Thus, the encrypted media
data may be displayed, and the resilience to transmission errors can be improved.
According to this property, multimedia encryption algorithms should be designed
according to the compression methods. That is, different compression methods
need different encryption algorithms. Considering that there are various media data
that have different file formats, various encryption algorithms should be designed.
However, according to digital rights management (DRM) standards, all kinds of
media data should be protected equally. Additionally, if one encryption algorithm is
suitable for all kinds of media data, then it is easy to be implemented and upgraded
in practical applications. Thus, there is a contradiction between format compliance
and upgrade. The tradeoff will be decided by system designers.

14.4 Ability to Support Direct Operations

As has been mentioned in the chapter on scalable encryption, media data may be
operated in the encrypted domain. Besides bit rate conversion, multimedia index
may also be applied in the encrypted domain. For example, in a multimedia data-
base, the encrypted multimedia data can be indexed without exploring the secret. It
can be realized by various methods. For example, you can encrypt only the sensitive
parts and leave the other part for the index. Alternatively, the key word and media
content are encrypted independently, and the encrypted key word is used for the
index. In practical applications, the algorithms can be designed with respect to
the practical requirements. Furthermore, some other operations can be done in the
encrypted domain, such as editing, object tracking, etc., which bring some new
challenges to the design of multimedia content encryption.

14.5 Key Management

Key management is not considered in this book, but it is important to practical
applications. For example, in different transmission modes, such as broadcast, uni-
cast, multicast, p2p, etc., the key may be transmitted from the sender to the receiver
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using different methods. In certain transmission modes, different media content
may be encrypted with different keys in order to control access rights to media
content. For the same media content, it can be partitioned into many segments,
and each segment is encrypted with a different key in order to improve the system’s
security. Taking the third case, for example, there are some issues that need to be
solved. First, the segment size is related to the cost of subkeys. The smaller the seg-
ment size, the more subkeys need to be generated. Additionally, the segment size is
related to the error-resilience. The bigger the segment size, the easier the segment is
destroyed by transmission errors, without considering error-correction codes. Thus,
key generation, distribution and management will be carefully designed in addition
to the media encryption algorithm.

14.6 Combination between Encryption
and Other Means

As is known, multimedia content encryption protects only the confidentiality of the
multimedia content. Generally, in practical applications, the integrity and owner-
ship of multimedia content are also important properties that need to be protected.
Thus, such techniques as content authentication, watermarking, or fingerprinting
can be considered when designing the multimedia encryption algorithms. There
exist some known algorithms combining these. For example, the signcryption algo-
rithm combines digital signature with encryption, the commutative watermarking
and encryption algorithm combines watermarking and encryption, and the joint
fingerprint embedding and decryption algorithm combines fingerprinting and
decryption. These algorithms can meet some potential applications although they
are not yet mature.
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coding, 123-124
MPEG-4 SVC, scalable encryption, scalable
coding, 125
MSE (mean square error), 13
Multicasting, 35, 37

Multimedia email, lightweight encryption, 59

Multiresolution composition, partial encryption,
70

Mutual information, 164

MUX, 75,78

MVD; See Motion vector difference encryption

N

Named square attack, 29
Network Abstract Layer (NAL) Units, scalable
encryption, scalable coding, 125
Noise
joint fingerprint embedding and decryption,
147
peak signal-to-noise ratio; See Peak signal-to-
noise ratio
and watermark, 38
Nondeterministic polynomial (NP) time
problem, 152
Novel ciphers, complete encryption, 45-46

(0]

Objects, partial encryption, data partitioning,
64, 65
Objects, partial encryption, partial image
encryption during compression, 68
Objects, partial encryption, performance
comparison, 84
OFB (Output Feedback), block cipher encryption
modes, 27-28
Open issues, 197-199
combination between encryption and other
means, 199
contradiction between format compliance and
upgrade, 198
direct operations support, 198
key management, 198-199
lightweight implementation, 197-198
perceptual security, 197
Open Mobile Alliance Digital Rights
Management, 193
Output Feedback (OFB), block cipher encryption
modes, 27-28
Ownership, watermark, 38

P

Packet encryption, 166, 167, 168
Parameter independence, partial encryption,

170-171, 176



Parameters
commutative watermarking and encryption,
135
partial encryption, 168
data partitioning, 64, 65
perceptual security, 172
security requirements, 173
perceptual encryption, 110
Parameter security, in partial encryption, 152
Parameter sensitivity, partial encryption, 172,
173-176, 177
Partial decryption, joint fingerprint embedding
and decryption based on, 147, 149
Partial DES, 5658, 59, 60
Partial encryption, 4, 63—85
audio, 74-75
classification of, 66—-67
commutative watermarking and encryption
based on, 133136, 140
general architecture, 133-134
improved scheme, 134-135
selection of encryption and watermarking
parts, 135, 136
definition, 63-66
data partitioning, 64—66
part selection, 66
image, 67-74
of compressed image, 7374, 75
during compression, 68—73
raw image, 67—68
joint fingerprint embedding and decryption,
147
open issues, 197
parameter security in, 152
perceptual encryption; See Perceptual
encryption
performance comparison, 84-85
principles for secure encryption, 168-173
cryptographic security, 169-170
example based on JPEG2000 image
encryption, 173-181
model of, 168-169
parameter independence, 170-171
perceptual security, 171-172
summary of principle and means, 172-173
secure media transcoding, 190
security, 169-170
video, 76-84
after compression, 7677
during compression, 77-84
Partitioning, data
commutative watermarking and encryption,

134, 135
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partial encryption, 64—66
audio, 74
method, 176
perceptual encryption, 110, 116-117
random scanning in DCT domain, 102-105
Part selection, partial encryption, 66
Passes, encoding, 176
Pay-per-view TV, 44
PCM (Pulse Code Modulation), 30
PCX images
compression principles, 31
partial encryption in run-length coding, 69
perceptual security, 155
Peak signal-to-noise ratio (PSNR), 12, 13, 18
partial encryption
bit-plane sensitivity, 175
encoding pass sensitivity, 177
subband sensitivity, 174
perceptual encryption
bit-plane encryption in DCT domain,
113-114
bit-plane encryption in wavelet domain, 114
frequency-band encryption in wavelet
domain, 118
frequency-band selection-based, 116
perceptual security, open issues, 197
Peer-to-peer (p2p), 35, 36
Perceptual encryption, 109-119
architecture, 110
bit-plane selection-based, 111-114, 115
in DCT domain, 112-114
in spatial domain, 111-112
in wavelet domain, 114
classification of encryption techniques, 4
definition, 109-111
frequency-band selection-based, 114118
in DCT block, 114-116
in wavelet domain, 116-118
partial encryption, audio, 74
performance comparison, 118-119
secure media preview, 189-190
Perceptual security
attacks on encryption, 151-152
compression-combined encryption
Huffman code-based secure coding, 93,
99-100
performance comparison, 107
confusion-diffusion algorithms, 56
cryptographic attacks, 155-157
joint fingerprint embedding and decryption,
147
open issues, 197

partial DES, 57
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partial encryption principles, 171-172
performance requirements, 10-13
objective metric, 12-13, 14
subjective metric, 10-11, 12
Performance requirements, 7-18
application suitability, 17-18
compression efficiency, 15
encryption efficiency, 15-16
format compliance, 16-17
security, cryptographic, 8-10, 11
ciphertext randomness, 10, 11
key sensitivity, 8-9
plaintext sensitivity, 9-10
security, perceptual, 10-13
objective metric, 12-13, 14
subjective metric, 10-11, 12
security level, 13-14
Permutation, 3
complete encryption, 4651
chaotic map-based permutation, 48-51
compressed data, 45-46
performance comparison, 59, 60
random line permutation, 47-48
random pixel permutation, 46—47
raw data, 44—45
compression-combined encryption, 93-95, 184
cryptographic attacks, 152, 155
partial encryption, 67
MPEG2 video, 79
MPEG4 AVC/H.264 video, 82, 83
performance comparison, 84
in wavelet-based codec, 71-73
performance comparison, 106
random scanning methods, 100-101, 103
P-frame, 32, 34, 77,79
Pixel amplitudes, 45
Pixel-by-pixel operation, 53
Pixel permutation, random, 4647, 48
Pixel scrambling, 3
Plaintext
complete encryption, random line permutation,
47
confusion-diffusion algorithms, 53
histogram, 10
Plaintext attacks, 28
Plaintext-ciphertext pairs, cryptanalysis, 29
Plaintext sensitivity, 18
confusion-diffusion algorithms, 55, 56
partial encryption, perceptual security, 172
performance requirements, 9-10
Players, applications, 187-188
Power cost; See Computational complexity and
power cost

Preview
applications, 189-190
scalable coding for, 34
Prime number factorization, 23
Principles for secure encryption, 163184
complete encryption, 164168
examples, 166—-168
general models, 164-165
before or after compression, 165-166
compression-combined, 181-184
analysis on existing schemes, 183-184
compression ratio-security relation, 182
equivalent compression-encryption
independent scheme, 182-183
model of, 181
partial encryption, 168-173
cryptographic security, 169-170
example based on JPEG2000 image
encryption, 173-181
model of, 168—169
parameter independence, 170-171
perceptual security, 171-172
summary of principle and means, 172-173
Shannon’s information theory of secrecy
system, 163-164
Private key, cryptanalysis, 29
Progressive coding; See also Layered and
progressive coding; Scalable coding
classification of encryption techniques, 122
performance comparison, 128
Progressive encryption, bit rate conversion with,
127
Pseudoprogram, complete encryption, 47
Pseudorandom sequences, random modulation, 53
Pseudorandom Space Filling Curves, 44—45
PSNR; See Peak signal-to-noise ratio
P2P, 35, 36
Pulse Code Modulation (PCM), 30

Q

Quadtree permutation, 102
compression-combined encryption, 184
performance comparison, 106, 107
random scanning methods, 103

Quality
commutative watermarking and encryption,

135, 136
perceptual encryption, 109, 110, 111
bit-plane encryption in DCT domain,
112-113
frequency-band encryption in wavelet
domain, 117



perceptual security, 10-11, 12
objective metric, 12-13
subjective metric, 10-11, 12
scalability, 34, 122, 124
security level, 14
Quantization
commutative watermarking and encryption,
135
GOP coding and decoding, 33-34
inverse (I1Q), 34
partial encryption
video, 77
in wavelet-based codec, 70
perceptual encryption, frequency-band
encryption in wavelet domain, 116

video, 34

R
Rabbit, 25

Random coefficient scanning, compression-
combined encryption, 100-105, 106
in DCT domain, 102-105, 107, 184
in wavelet domain, 100-102
Random entropy coding, 93
Random Huffman-Tree permutation, 91-93
Random interval selection, 183
Random line permutation, 47-48
Random modulation
commutative watermarking and encryption,
138-139
complete encryption, 44, 51-53
performance comparison, 59, 60
security and efficiency, 58
Random packet partitioning, complete
encryption, 167, 168
Random pixel permutation, 46-47, 48
Random sequence
random line permutation, 47
secure Huffman encoding, 93
Random sequence generator, 53, 78-79
RC4 (Ron’s Cipher #4), 25, 58, 176
RC6 (Ron’s Cipher #6), 25
Real-time interactions, 1
Real-time operations, 1-2, 3
complete encryption, 58
performance comparison, 59, 60
partial encryption, performance comparison,
84
transmission methods, 37
Real-time Streaming Protocol (RTSP), 37
Real-time Transport Control Protocol (RTCP),
37
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Real-time Transport Protocol (RTP), 37
Recompression, joint fingerprint embedding and
decryption, codeword modification-based,
147
Redundancy, 1
compression, 30
confusion-diffusion algorithms, 53
Refinement pass, partial encryption, 176, 177
Region of interest coding, data partitioning, 64
Related-key attack, 28, 29
Replacement attacks, 158161
on bit-plane encryption, 158-159
on frequency-band encryption, 159-160
in intra-prediction mode encryption, 160-161
Resolution, perceptual encryption, 110, 111
RGB color space, 31
RLE (run-length encryption), 34, 77, 78
Robustness
joint fingerprint embedding and decryption,
149
watermark, 37-38
Ron’s Cipher #4 (RC4), 25, 58, 176
Ron’s Cipher #6 (RC6), 25
RPK algorithm, 46
RSA encryption, 1
basis of, 23
commutative watermarking and encryption, 133
partial encryption, 79
security and efficiency, 58
RTCP (Real-time Transport Control Protocol),
37
RTP (Real-time Transport Protocol), 37
RTSP (Real-time Streaming Protocol), 37
Run-length coding, 30, 32
GOP coding and decoding, 33-34
image, partial encryption during compression,
69-70
PCX image, 155
Run-length decoding (RLD), 34
Run-length encryption (RLE), 34, 77, 78

S

Scalability, perceptual encryption, 110, 111
Scalable (progressive) coding
classification of encryption techniques, 4
compression techniques, 34-35
partial encryption, data partitioning, 66
scalable encryption
algorithms, 126, 127-128
classification of encryption techniques, 122
methods, 125

performance comparison, 128



214 ®m Multimedia Content Encryption: Techniques and Applications

Scalable encryption, 121-129
algorithms, 125-128
for layered coding, 125-126
for layered and progressive coding, 126,
127
for progressive coding, 126, 127
for scalable coding, 127-128
classification of encryption techniques, 4
complete encryption, 46
definition, 121-122
media coding, 122-125
layered, 123
layered and progressive, 123-124
progressive, 124
scalable, 125
partial encryption, of compressed image, 73
perceptual encryption, 110
performance comparison, 128-129
secure media transcoding, 190
Scalable Video Coding (SVC), 34
partial encryption, data partitioning, 66
perceptual encryption, 110, 111
Scale factor, perceptual encryption, 110
SECMPEG, 76, 84, 85
Secret communication, 38
Secure Real Time Transport Protocol (SRTP),
188, 189
Secure Socket Layer (SSL), 58
Security
attacks on encryption; See Attacks on
encryption
complete encryption, 44, 58-59, 60, 167
compressed data, 45, 46
confusion-diffusion algorithms, 56
hardware implementation, 5859
lightweight encryption, 59
partial DES, 57
performance comparison, 60
permutation algorithms, 51
random modulation, 52
compression and, 3
compression-combined encryption
Huffman tree permutation, 93
performance comparison, 105, 106, 107
random coefficient scanning in wavelet
domain, 105
confusion-diffusion algorithms, 45, 56
digital rights management, 193
Huffman code/coding, 93
joint fingerprint embedding and decryption,
146
partial encryption, 63-64
data partitioning, 65, 66

performance comparison, 84
video, 77
perceptual encryption, 118-119
performance requirements, 13—14; See also
Performance requirements
random modulation, 52-53
scalable encryption, 128
Shannon’s information theory of secrecy
system, 164
watermark, 38
Segment permutation
compression-combined encryption, 105, 106,
184
random coefficient scanning in wavelet
domain, 105
SEI (Supplemental enhancement Information)
message, scalable coding, 125
Select-plaintext attacks, 153, 155
complete encryption, raw data, 45
compression-combined encryption
arithmetic coding based on interval
permutation, 95
Huffman tree permutation, 93
performance comparison, 107
permutation algorithms, 51
random modulation, 53
Sensitivity
encoding-pass, 177
perceptual encryption, 110
Sensitivity-based attacks, partial encryption,
172
Sequential properties, random modulation,
51
Set Partitioning in Hierarchical Trees (SPTHT),
32,34
partial encryption
data partitioning, 66
in wavelet-based codec, 70-71
perceptual encryption, bit-plane encryption in
wavelet domain, 114
random coeflicient scanning, 100-101,
102
scalable encryption, progressive coding,
124
Shannon’s information theory of secrecy system,
29, 163-164, 170
Signal processing, joint fingerprint embedding
and decryption, 147
Signal-to-noise ratio (SNR), 12
partial encryption
bit-plane sensitivity, 175
encoding pass sensitivity, 177
subband sensitivity, 174



peak (PSNR); See Peak signal-to-noise ratio
perceptual encryption
bit-plane encryption in DCT domain,
113-114
bit-plane encryption in wavelet domain, 114
frequency-band selection-based, 116
scalability, 122, 124
Signature, digital, 199
Signcryption algorithm, 199
Sign encryption
partial encryption
MPEG?2 video, 79, 80
MPEG4 AVC/H.264 video, 79, 82
performance comparison, 84
tests of, 81
video, 77, 78
in wavelet-based codec, 70, 71
statistical model-based attack on, 156-158
Significance, perceptual encryption, 110
Significance pass, partial encryption, 176, 177
Sign permutation, partial encryption in wavelet-
based codec, 73
Size
image, scalability, 122
plaintext, 53
segment, key management, 199
SNOW, 25
SNR; See Signal-to-noise ratio
Software-based algorithms, complete encryption,
44
Spatial domain
perceptual encryption, 111-112
transformation to frequency domain, 31
Spatial scalability, 34, 122, 125
Speech data, partial encryption, 74
Speed, encryption, 15
SPIHT; See Set Partitioning in Hierarchical Trees
SRTP (Secure Real Time Transport Protocol),
188, 189
SSL (Secure Socket Layer), 58
Standard map, 49
Standards
compression, 32
development of, 3
Statistical model-based attack on sign encryption,
156-158
Statistical properties, ciphertext histogram, 10
Storage, 3
applications, 17
complete encryption, 59, 60
partial encryption, performance comparison, 84
video coding/decoding, 34

Stream cipher/encryption, 3
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commutative watermarking and encryption, 140
complete encryption, 46
cryptanalysis, 29
hardware implementation, 58—59
partial encryption, 67, 70, 176
performance comparison, 84
in run-length coding, 70
scalable encryption, performance comparison,
128
security and efficiency, 58
techniques, 24-26
Streaming media, 36, 37,
applications, 188-189
scalable encryption, 121
Strong ciphers
complete encryption, 167
joint fingerprint embedding and decryption,
146
partial encryption
data partitioning, 66
security requirements, 172-173
security and efficiency, 58
Subband permutation
compression-combined encryption, 184
partial encryption, JPEG2000 image, 173
performance comparison, 106
random scanning methods, 100-101, 103
Subbands, partial encryption, 173, 174, 176
Supplemental Enhancement Information (SEI)
messages, scalable coding, 125
SVC (Scalable Video Coding), 34, 66, 110, 111
Symmetric cipher, 22-23
Symmetric decoding, video, 34
Synchronization, 17, 18, 75, 85
Syntax information, partial encryption, 64

T

Tables
codeword, 95-96
Huffman, Huffman code-based secure coding,
99, 100
joint fingerprint embedding and decryption,
149
Techniques, 21-39
communication, 35-37
application scenarios, 3637
transmission network, 35-36
compression, 29-35
audio, 30, 31
image, 31-32
scalable coding, 34-35
video, 32-34
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cryptography, 21-29
cipher, 22-26
cryptanalysis, 28-29
encryption mode of block cipher, 26-28
digital watermarking, 37-39
Telephony, 36, 59
Television signals, 37
complete encryption, 44—45
encryption techniques, 3
secure media streaming, 188
transmission methods, 36
Text, compression, 29
Texture information, partial encryption, 76, 79
3DES, 25, 56
hardware implementation, 58-59
joint fingerprint embedding and decryption,
146
partial encryption, of compressed image, 73
TIFF images, 31
Time domain
audio compression, 30
encryption, partial DES, 58
perceptual encryption, 111
temporal scalability, 34, 122, 124, 125
Time efficiency, 1-2, 181
Time ratio, encryption (ETR), 16, 18, 168, 169
confusion-diffusion algorithms, 56
partial encryption, 81, 180, 181
Total break, defined, 29
Transcoding
applications, 190, 191
secure media, 190-191
Transform coding, 32-33, 110
Transmission, 3, 17-18
communication techniques, 35-36
complete encryption and, 59, 60
compression-combined encryption, 106
joint fingerprint embedding and decryption,
146
key management, 198-199
partial encryption and, 76, 84
secure media preview, 189-190

U

Unicasting, 35, 36
Upgrade, open issues, 198

\Y

Variable key encryption, with permutation
algorithms, 51
Variable-length coding (VLC)

GOP coding and decoding, 33-34
index encryption-based secure coding, 97-98,
106
partial encryption, 77, 79, 81
Variable-length decoding (VLD), 34
VEA; See Video Encryption Algorithm
Vector quantization, image compression, 31
Vector size, stream ciphers, 25
Video
classification of encryption techniques, 4
commutative watermarking and encryption,
135, 136
compression-combined encryption
Huffman encoding, 91-93
performance comparison, 105
compression techniques, 32-34
partial encryption, 76-84
after compression, 7677
during compression, 77-84
data partitioning, 64
perceptual encryption, 110
scalable coding, 34
Video CD, compression standards, 32
Videoconferencing, 32, 37, 59
Video Encryption Algorithm (VEA)
complete encryption, 166-167, 168, 169
compressed data stream encryption, 3, 4546
historical developments, 3
secure media streaming, 189
Video-on-demand (VOD), 36, 37, 188
Videotelephony, 32
VLC; See Variable-length coding
VOD (video-on-demand), 36, 37, 188
Volume, 1, 3
compression, 43—44; See also Compression
confusion-diffusion algorithms, 53

w
Watermarking, 37-39

commutative; See Commutative watermarking
and encryption
open issues, 199
Wavelets
compression-combined encryption, 184
historical developments, 3—4
image, partial encryption during compression,
70-73
partial encryption
bit-plane sensitivity, 175
encoding pass sensitivity, 177
performance comparison, 84
subband sensitivity, 174



perceptual encryption based on, 110
bit-plane selection-based, 114
frequency band selection-based, 116118
performance comparison, 119

Wavelet transformed data, 31-32
attacks on encryption, replacement attack,
159-160

partial encryption, 178
of compressed image, 73
JPEG2000 image, 173
MPEG2 video, 79
in wavelet-based codec, 70

Wlred Equivalent Privacy (WEP), 58
Wireless applications and mobile
communications, 18

complete encryption, 59, 60

compression-combined encryption, 106

digital rights management, 193

layered and progressive coding, 4

lightweight encryption, 59, 197

partial encryption, 84
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secure media streaming, 188
secure media transcoding, 190, 191
Wireless Local Area Network (WLAN),
58

X

XOR operation

commutative watermarking and encryption
based on homomorphic operation,
136-138

complete encryption, 167, 168

diffusion function, 54

partial DES, 57

random modulation, 51

stream cipher, 25

Video Encryption Algorithm (VEA), 46

Y
YCbCr color space, 31






