
USN

th Semester B.E. f)egree Examination, June/July
eural Networks and DeeP Learning

full questions, choosing ONE full question module.

Module-1
mode autodiff in tensor flow, main benefits and

2024
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Time:3 hrs.

Note: Answe

I a. With respect
drawbacks of

ultilayer perceptron

s: I 0t)

(10 Marks)

flow,
(10 Marks)
(10 Marks)

acomputation graph rather than ing the applications.
(06 Marks)

Explain the steps requ the data to the training in tensor flow. (04 Marl<s)

With code snippet, exp llowing:
i) Modularity and les in Tensor flow
ii) Save and restore the sor flow

OR
2 a. With code snippet explain two di fferent whi}e training a DNN using tensor

b

b. With a neat diagram explain the arch

3 a. With the code snippet and eq

van ishing/exploding grad ients problem
b. With the code snippet, explain

vanishing gradient problem.

ier and the initialization pertaining to

Leaky lu, a not'l

(10 Marks)
g activation functior related to

(10 Marlis)

OR
and Gradient which supports exploding

(10 Marks)
upper layers helps in

(10 Marks)

de snippet and

(10 Marks)
cluster on
(10 Marks)

4 a. Write a note on Batch
gradients problem.

b. With an example, tweaking, dropping or
improving the perform f DNN model

Module-3
5 a. Illustrate asyn communication using Tensor flow

diagram.
aTa diagram, parallelizing neural networks on

ral network per device.
Briefly
cond

b.

a.

b.

0(1

a. Explain Recurrent Neural Networks and describe output of a re
instance as well as all instances in a mini U31ctt.

OR
layer features with a diagram and explain

rs, explain Tensor flow implementations

Module-4

volutional
s maps.

pooling laye
codeand

Di
m

7
Ma rks)

Gffiffiffi;

.., ,.t,



respect to Basic RNNs in tensor flow, write a note on
c unrolling through time.
amic unrolling through time

8 a. With
I l')

b. With LS

9 a. Discuss perfo
autoencoder

l0 a, With a neat diagram and

OR
and code snippet explain the steps required for training to

iagram, explain LSTM computations features

Module-S
le Component Analysis (PCA)

b. Briefly explain S Autoencoders and denois ing

f Neural Network po I icies.

time series
(10 Marks)
(10 Marks)

complete linear
(10 Marks)

a neat diagram.
(10 Marks)

(10 Marks)
with respect to Bellman

(10 Marks)

OR
describe the

b. Summarize the application Markov D
optionality equation and values algorithm.
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E or rejected. Consider (, : 0.565. (10 Marl<s)

numbers? Explain consideration fbr selection of routines to
(10 Marks)

lol 2

@BG'$$THEME
USN 18AI821

Eighth Semester B.E. Degree Examination, June/July 2024
System Modeling and Simulation

Time: 3 hrs. Max. Marks: 100

Note: Answer any FIVE full questions, choosittg ONE full question froru each module.

ilIodule-l
1 a. What is simulation and explain the different steps in simulation study with neat ,,?;rJ*Tl

b. A small grocery store has only one check out courlter customer arrive at counter at randome

fi-om 1 to 8 min apart. Iiach possible value of service time has same probability of
occurrence. Service tirne varies frorn 1 to 6 mins apart. l-iach possible values of sen,icc time

has same probabitity ol'occurrence. Develop simulation distribr-rtion table and calculate
( i) Averagc waiting timc
(ii) Probability waiting time.
(iii) Probability oI idle servcr.

Givcn :

Random digit fbr arival tirne .

9t3 127 0r5 948 30e 922 153 23s 302
Service tinrc : (Ranclom digit)
84 l0 71 53 17 79 91 67 89 38 (lOMarks)

OR
2 a. List and explain circumstances when simulation is not an appropriate tool. (10 Marks)

b. Consider a store with one checkout cor-urter. Prepare simr"rlalion tablc ar-rd find out avcrage

tvaiting time of customer in waiting qLleue, probability of idle servcr. a\eragc scrvicc titne.

given
lntcr arrival time '. 3,2.6.4.4.5, 8. 7

Service tirr"re : 4, 5, 5,8, 4, 6, 2, 3, 4
Assume I't customer arrives at t = 0. (10 Marks)

Module-2
3 a. Explain discrete random variable and continuous random variable. (10 Marks)

b. Explain .

( i) B inornial d istribut ion
(ii) Uniform distribution. (10 Marhs)

(10 Marks)
(10 Marks)

5 a. Sequence of nurnbers has

Smirnov test *0
distributed,

b. What are
nurnbers.



6a

b

OR
Discuss the concept of inverse transfbrm
ex1'roncttl ia I distnbuLion.
Generate three Poisson variants with mean u

0.4357, 0 "4146, 0.8353, 0.9952. 0"8004"

7 a. Explain data collection in input
technique.

b. Using goodness of fit test, test

Poisson as ion with 0, = 0.

0.2
;,' .

ftr $iven random number,

18AI821

te random numbers, using
(10 Marks)

(10 Marks)

(10 Marks)
(10 Marks)

(10 Marks)
(10 Marks)

the suggestios fbr ing data collection
(10 Marks)

numbers are y distributed based on

=3.64. Data is as :

(10 Marks)

lain measures

OR
8

lain

9 a. E,xplain

10

tirr"re series input

verification and

a.

b

E*p
Exp

(10 Marks)
(10 Marks)

7 8J'.9" 10 11/)r ,:ttr, a
J 4 5 60 wlriterval:

5 {'l r
-t' 3 I',,1( 19 tt 10 8 7t2Observcd licqucncy

2 of2

I Module-5
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