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1 - iship of DFT with z-transforin and DTFT. (05 Marks)
b. Compute the DFT of the sequences :

(10 Marks)
¢ (05 Marks)

s *a
(10Marks)v

b.
(10 Marks)

3 a
(12 Marks)

uence x(n). Determ ne the N point DFT ofthe sequences

interms of x(k (08 Marks)

& . # OR
4 a. How many complex multiplications and additions required for computing DFT using direct
DFT and FFT algorithmifor N'= 512. : (06 Marks)
b. Consider a FIR filter with impulse response h(n) = [3, 2, 1]. If the input sequence
x(m)=12,1,-1,-2,-3,5,6,-1,2,0, 2. 1] using overlap save method. Use 8 point circular

convolution. (14 Marks)
' , Module-3
5 a. Develop 8- point DIT — FFT algorithm. (10 Marks)

T ofthe sequence x(n) = [1, 2, 3, 4, 4, 3, 2, 1] using DIF-FFT algorithm.,
(10 Marke)
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a. Perform circular convolution of the sequences

b. With relevant equations, explain Goertzel

b. Let H(s) =

a. Name any;”

b. Determine the filter coefﬁ

17ECS2

OR
[1,2,3,4]and h(n) = 1, 1, 1, 1, ]
(10 Marks)
(10 Marks)

using DIF FFT algorithm.

0.8 <[H(j)|<1  for
\H(jn)[<o 2 for 0.6

+«/—s+

1 rad/sec. Use frequencytransformation to find the transfer function of the following analog
filters. *

(08 Marks)

a.
(10 Marks)
b. . Obtain H(z) using
frequency of 5 samples/sec
(10 Marks)
a. 3,4, 3,2, 1] using direct form and

(10 Marks)

(10 Marks)

: “sed in the design of FIR filters. Write the analytical
equations and‘draw the magmtude response characteristics of each window. (08 Marks)
ts hqy(n) for the desired frequency response of a lowpass filter
given by :

Hq (™) =1

Also determine hEn) and frequency response H(ejm) using Hamming window. (12 Marks)

X ok K kK
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Time: 3 hrs.

o

Fifth Semester B.E. Degree Exam'hahon, Feb./Mar. 2022
Information Theqk!'yxand Coding

Max Marks: 100

Note: Answer any FIVE full questzons, choosmg ONE full question ﬁom each module.

; Module-l

Define :

i) Selfinformation
i1) Entropy of source
1i1) Rate of source mformatlon . (66 Marks)
Explain the properties of entropy. Derive entropy express1on for extended source. (06 Ma rks)
A binary source is emitting independent sequence of 0’s and 1’s with probability p and 1 —

respectively plot‘the entropy of this source Vs probablhty (0 < p < 1) write the conclusion.
5 (08 Marks)

; OR
Explain the extremal properties of entropy. (10 Marks)
The state probability of a statlonaly ‘Markov sources is glven below the probablhtles of state

1= % ,i=1,2

i) Find the entropy of each state
ii) Find the entropy of's rce
iii) Find Gy, G, and show that G, >G> H[ ]

Fig.QZ(b)" (10 Marks)

Mo dule—2 i

{ F \plam the unportant propertles of codes to b considered while encoding a source.

(07 Marks)

'Explam how do you test for instantaneous property. (03 Marks)

Construct binary ¢ code for the followmg source using Shannon’s binary encoding procedure

= {S}, Sy S3, S4, Ss}, P = {0.4,0; 25,0.15,0.12, 0. 08}. Find the coding efficiency.
(10 Marks)

. OR
coding, find code words for the probability distribution

Using Shannon Fano

[P=17,7, 38,8, 1‘(5, 1—6, 1‘5] code word length efficiency. (10 Marks)
A discrete memory less source has an alphabet of seven symbols with probabilities as given
in the table below ; | 4
SyHlb‘OlS Si S, Ss S4 Ss Se S;

| Prob 025 | 025 | 0.125 | 0.125 | 0.125 | 0.0625 | 0.0625

Compute Huffiman code for this source by moving combined symbols as high as possible.
Find efficiency of thic ende , (10 Marke)
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Module-3
List the properties of mutual information. Prov that mutual information.

I[A,B]=H[A]- H{%]Z H[B]- HIAJ u

I[A, B] H[A]+H[B]- [A B]

(10 Marks)

Find H[A], H[B], H[A, B], H;[A H[%] for the channel shown below :

(10 Marks)

(08 Marks)

atio of 20dB %
is to be transmltted w1thout errors over an analog channel
(12 Marks)

iii) Find the syn rome vector [S]
iv) Implement the syndrome circuit. ‘ 10 Marks)

Obtain the generator and parity check matrices for an (n, k) cyclic with g(x)=1+x+ x.
: (10 Marks)
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OR i
Fora (15, 5) binary cyclic code, generator polynomial is g(x) =1+ x +x*+ x*+x°+ x +x'7,
Draw the encoder diagram and find the encode output for a message D[X] =1 + X* + X*.

, , | (12 Marks)
If C is a valid code vector then prove that = 0 where H' is transpose of check matrix H.
(08 Marks)
Fora(3,1,2) convolutlonal enc ‘der with generator sequenc
gV=110, g?=101, g¥=111.
Find encoder block diagram
Find generator matrix and output for 11101
Find code word for 11101 using time domain method
Draw the state diagram and tree d1agram ¢ o (20 Marks)
Y ~OR
Write short notes on : wF
Golay codes
Shortened cyclic “
Burst error correcting codes
Burst and random error (20 Marks)

30f3




