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Preface

This monograph is motivated by the challenges faced in designing reliable VLSI
systems in modern VLSI processes. The reliable operation of integrated circuits
(ICs) has become increasingly difficult to achieve in the deep submicron (DSM)
era. With continuously decreasing device feature sizes, combined with lower supply
voltages and higher operating frequencies, the noise immunity of VLSI circuits is
decreasing alarmingly. Thus, VLSI circuits are becoming more vulnerable to noise
effects such as crosstalk, power supply variations, and radiation-induced soft errors.
Among these noise sources, soft errors (or error caused by radiation particle strikes)
have become an increasingly troublesome issue for memory arrays as well as com-
binational logic circuits. Also, in the DSM era, process variations are increasing at
a significant rate, making it more difficult to design reliable VLSI circuits. Hence, it
is important to efficiently design robust VLSI circuits that are resilient to radiation
particle strikes and process variations. The work presented in this research mono-
graph presents several analysis and design techniques with the goal of realizing
VLSI circuits, which are radiation and process variation tolerant.

This monograph consists of two parts. The first part proposes four analysis and
two design approaches to address radiation particle strikes. The analysis techniques
for the radiation particle strikes include: an approach to analytically determine the
pulse width and the pulse shape of a radiation-induced voltage glitch in combina-
tional circuits, a technique to model the dynamic stability of SRAMs, and a 3D
device-level analysis of the radiation tolerance of voltage scaled circuits. Experi-
mental results demonstrate that the proposed techniques for analyzing the effect of
radiation particle strikes in combinational circuits and SRAMs are fast and accu-
rate when compared with SPICE simulations. Therefore, these analysis approaches
can be easily integrated in a VLSI design flow to analyze the radiation tolerance
of ICs, to harden them early in the design flow. From 3D device-level analysis
of the radiation tolerance of voltage scaled circuits, several nonintuitive observa-
tions are made and correspondingly, a set of guidelines are proposed, which are
important to consider in order to realize radiation hardened circuits. In the first part
of this monograph, two circuit level hardening approaches are also presented to
harden combinational circuits against a radiation particle strike. These hardening
approaches significantly improve the tolerance of combinational circuits against low
and very high energy radiation particle strikes, respectively, with modest area and
delay overheads.
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viii Preface

The second part of this monograph addresses process variations. A technique is
developed to perform sensitizable statistical timing analysis of a circuit, and thereby
it improves the accuracy of timing analysis under process variations. Experimental
results demonstrate that this technique is able to significantly reduce the pessimism
due to two sources of inaccuracy, which plague current statistical static timing anal-
ysis (SSTA) tools. Two design approaches are also proposed to improve the process
variation tolerance of combinational circuits and voltage level shifters (which are
required in circuits with multiple interacting power supply domains), respectively.
The variation tolerant design approach for combinational circuits significantly im-
proves the resilience of these circuits to random process variations, with a reduction
in the worst case delay and with a low area penalty. The proposed voltage level
shifter is faster, requires lower dynamic power and area, has lower leakage currents,
and is more tolerant to process variations, compared with the best known previous
approach.

In summary, this monograph presents several analysis and design techniques
which significantly augment the existing body of knowledge in the area of resilient
VLSI circuit design.

Hillsboro, OR Rajesh Garg
College Station, TX Sunil P. Khatri
April 2009
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Chapter 1
Introduction

Reliability of very large scale integration (VLSI) systems has always been a major
concern. Integrated circuits (ICs) have always been subjected to several reliability
degrading factors such as manufacturing defects (e.g., wire shorts, wire opens, etc.),
electromigration, noise, etc. To deal with these issues, various forms of fault tol-
erance have been built into digital systems for the past several decades. Recently,
in the deep sub-micron (DSM) era, with continuously decreasing device feature
sizes, lowering supply voltages, and increasing operating frequencies, the tolerance
of VLSI systems against these effects has significantly decreased. In addition to this,
several new factors such as process variations, aging, etc. now further adversely af-
fect digital VLSI system reliability. Therefore, in the DSM regime, the design of
reliable digital VLSI systems has become very challenging.

There are many types of noise effects in VLSI systems, such as power and
ground noise, capacitive coupling noise, radiation particle strikes or single event
effects (SEEs), etc. With technology scaling, ICs have become very sensitive to
radiation particle strikes [1, 2, 3, 4, 5, 6, 7]. Radiation particle strikes affect the tran-
sient electrical behavior of a circuit and can result in functional errors. Such errors
are often referred to as soft or transient errors. Researchers expect an approximate
8% increase in soft error rate (SER) per logic state bit for each technology gener-
ation [6, 7]. Also, the number of logic state bits on a chip doubles each technology
generation. This further increases the sensitivity of ICs to radiation particle strikes
with technology scaling. It is expected that the SER for chips implemented in the
16 nm technology will be almost 100� of the SER of chips implemented in the
180 nm technology [6,7]. Also, with device scaling, the variations of key device pa-
rameters are increasing at an alarming rate [8,9,10], making it difficult to predict the
performance of a VLSI design. Thus, both these issues (radiation particle strikes and
process variations) result in unpredictable behavior of circuits and hence severely
degrade the reliability of VLSI systems. Because of the widespread use of modern
VLSI systems, it is necessary to address these issues during the design phase, to
improve system reliability and resilience to radiations and process variations. This
is the focus of this monograph.

In the remainder of this chapter, Sect. 1.1 provides background information about
radiation particle strikes and process variations. It also describes how these issues
affect VLSI circuit operation. The goals of the research work presented in this
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monograph are stated in Sect. 1.2. Section 1.2 also provides an outline of the remain-
ing chapters of this monograph. Finally, a chapter summary is provided in Sect. 1.3.

1.1 Background and Motivation

This section provides some background information about radiation particle strikes
and process variations, to aid in understanding the remainder of this monograph.
It also describes how these issues affect VLSI system operation, and how they are
expected to scale in future technologies.

1.1.1 Radiation Particle Strikes

SEEs are caused when radiation particles such as protons, neutrons, alpha particles,
or heavy ions strike sensitive regions (usually reverse-biased p-n junctions) in VLSI
designs. These radiation particles strikes can deposit a charge, resulting in a voltage
pulse or glitch at the affected node. This radiation-induced voltage glitch can result
in a soft or transient error.

Radiation particle strikes are very problematic for memories (latches, SRAMs,
and DRAMs) since they can directly flip the stored state of a memory element, re-
sulting in a single event upset (SEU) [1, 2]. Although radiation-induced errors in
sequential elements will continue to be problematic for high performance micro-
processors, it is expected that soft errors in combinational logic will dominate in
future technologies [4,11,12], as discussed later. Radiation strikes in combinational
circuits are referred to as single event transients (SETs). In a combinational circuit,
a voltage glitch due to a radiation particle strike can propagate to the primary out-
put(s) of the circuit, which can result in an incorrect value being latched by the
sequential element(s), hence resulting in single or multiple bit upsets. Whether or
not a voltage glitch induced by a radiation particle strike at any gate in a combi-
national circuit propagates to the primary outputs (and results in a failure) depends
upon three masking factors. These masking factors are [4, 12]:

� Electrical masking occurs when a voltage glitch at a circuit node induced by
a radiation particle strike attenuates as it propagates through the circuit to the
primary outputs. Electrical masking can reduce the voltage glitch magnitude to a
value which cannot cause any soft errors.

� Logical masking occurs when there is no functionally sensitizable path from the
node in the circuit where a radiation particle strikes, to any primary output of the
circuit. Hence, logical masking properties of a gate can be estimated using logic
information alone.

� Temporal masking occurs if a voltage glitch due to a radiation particle strike
reaches the primary outputs of a circuit at an instant other than the latching win-
dow of the sequential elements of the circuit. Temporal masking only depends
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upon the frequency of operation of the circuit. Its influence is identical for all
gates in the circuit (for a given voltage glitch due to a particle strike). Therefore,
it provides the circuit some gratuitous radiation tolerance against soft errors.

Note that all these masking factors reduce the severity of a radiation particle
strike in combinational circuits. In other words, if a gate in a circuit is masked to
a large extent by any of these masking factors, then it is unlikely (low probability)
that a radiation particle strike at the output of that gate will have any effect on
the primary outputs of the circuit. Only those gates in a combinational circuit that
exhibit a low degree of masking due to these three factors (referred to as sensitive
gates) contribute significantly to the failure of the circuit due to soft errors.

Until recently, radiation particle strikes were considered troublesome only for
military and space electronics. This is mainly due to the abundance of radiation
particles in the operating environment of such systems. In fact, the first confirmed
radiation-induced upsets in space (four upsets in 17 years of satellite operation) was
reported in 1975 [13]. However, just 4 years later (i.e., in 1979), soft errors were
also observed in terrestrial microelectronics [1]. Since then, with technology scal-
ing, several cases of soft errors or upsets have been observed in both space as well
as terrestrial electronics [11]. Therefore, for applications such as space, military,
and critical terrestrial (for example biomedical) electronics, which place a stringent
demand on reliable circuit operation, it is important to use radiation tolerant cir-
cuits. To efficiently design radiation tolerant circuits, it is important to understand
the effects of radiation particle strikes on VLSI systems.

The rest of this section is devoted to a discussion on the physical origin of radia-
tion particles, how these particle strikes result in voltage transients, the modeling of
a radiation particle strike in circuit level simulations, and the impact of technology
scaling on the sensitivity of VLSI designs to radiation particle strikes.

1.1.1.1 Physical Origin of Radiation Particles

In space, the cosmic rays enter the solar system from the outside which are referred
to as galatic cosmic rays. These rays are high-energy charged particles composed
of protons, electrons, and heavier nuclei [14]. These energy particles are primar-
ily responsible for soft errors in space electronics [11]. Apart from galactic cosmic
rays, solar event protons and protons trapped in the earth’s radiation belts are the
other sources of protons present in the earth’s atmosphere [11]. These are also
capable of producing SEEs. Alpha particles may also originate from radioactive
contaminations in IC packages [11]. In fact, the first soft error reported for terres-
trial electronics [1] was due to alpha-particles that originated from IC packaging
materials. Recently, flip-chip packages have been identified as a source of radiation
particles (from the Pb-Sn solder bumps). This aggravates the problem of radiation
hardening because a source of radiation particles is present extremely close to the
die. Also at the surface of the earth, neutrons induced upsets have found to be very
problematic. Several studies have found that the neutrons from cosmic rays are a sig-
nificant source of soft errors for SRAMs and DRAMs [11] operating at the earth’s
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surface. These atmospheric neutrons result when high energy galactic cosmic rays
collide with other particles in the earth’s atmosphere. Thus, the neutron flux varies a
lot with altitude and latitude [11,4,15]. The authors of [4] reported that the neutron
flux at an altitude of 10,000 feet in Leadville, CO is approximately 13� greater than
that at the sea level. Because of this, a large number of neutron induced upsets were
observed in DRAMs at 10,000 feet in Leadville, CO, while no upsets were observed
when the DRAM was placed 200 m underground in a salt mine [11].

Different radiation particles such as protons, neutrons, alpha-particles, and heavy
ions have different mechanisms by which they deposit charge in VLSI designs.
These mechanisms are explained next.

1.1.1.2 Charge Deposition Mechanisms

There are two methods by which a radiation particle deposits charge in VLSI de-
signs: direct ionization and indirect ionization.

Direct Ionization. A radiation particle generates electron–hole pairs along its path
as it passes through a semiconductor material, as shown in Fig. 1.1. In this process,
the radiation particle loses its energy. After losing all its energy, the particle comes to
rest. The energy transferred by the radiation particle is described by its linear energy
transfer (LET) value. LET is defined as the energy transferred (for electron–hole pair
generation) by the radiation particle per unit length, normalized by the density of
the target material (for VLSI designs, this is the density of Silicon). Thus the unit of
LET is MeV-cm2/mg. The LET of a radiation particle also corresponds to the charge
deposited by the radiation particle per unit length. In silicon, the amount of charge
deposited (QD) by a radiation particle per unit length (in microns) is calculated as
QD D 0:01036 � LET . For example, a particle with an LET of 97 MeV-cm2/mg

+ −
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Fig. 1.1 Charge deposition and collection by a radiation particle strike
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can deposit 1 pC=�m. Heavy ions1 and alpha-particles primarily deposit charge in a
semiconductor by direct ionization. Light particles such as protons and neutrons do
not deposit enough charge by direct ionization to cause a soft error.

Indirect Ionization. Protons and neutrons typically deposit charge by indirect ion-
ization, which can result in significant numbers of soft errors [11, 4, 16]. When a
high-energy light radiation particle (such as a proton or a neutron) passes through
a semiconductor material, it can collide with nuclei, resulting in nuclear reactions.
These nuclear reactions may produce secondary particles such as alpha-particles
or heavy ions. These secondary particles then deposit charge by direction ioniza-
tion and if the charge is deposited at different locations in a chip then multiple soft
errors may occur [11, 16]. Thus, the charge deposited by a light particle through
indirect ionization heavily depends upon the location and the angle of incidence of
the particle strike.

When charge is deposited due to a radiation event, this charge is collected by
different terminals of the devices, resulting in voltage and current transients in the
device. The charge deposited by a radiation particle strike may get collected through
different charge collection mechanisms which are briefly described next.

1.1.1.3 Charge Collection Mechanisms

There are three charge collection mechanisms as discussed below:
Drift-diffusion. Consider an NMOS transistor shown in Fig. 1.1. The source,

gate, and bulk terminals of the NMOS transistor are connected to GND. The
drain terminal is connected to VDD. The drain-bulk junction is reverse-biased
and hence there is a strong electric field in the depletion region of this junc-
tion from the drain to the bulk. Since radiation particle generated free electron–
hole pairs, the electric field present in the depletion region of the drain-bulk junction
leads to the collection of electrons at the drain and of holes at the bulk. Thus, the
reverse-biased electric field leads to the charge collection at the drain. Therefore,
the reverse biased junctions are most sensitive to a radiation particle strike. Assume
that a radiation particle strikes this (drain-bulk) junction and generates electron–
hole pairs along its path as shown in Fig. 1.1. Immediately after the generation of
this ionized track, the depletion region collapses due to the separation of free elec-
trons and holes by the drift process in the depletion region. As mentioned earlier,
charge (electrons and holes) separation occurs due to the presence of a high elec-
tric field, which pulls the electrons up (toward the nC diffusion) and pushes the
holes down (toward the p-substrate). This phenomenon reduces the width of the de-
pletion region of the drain-bulk junction. As a result, the potential drop across the
depletion region decreases (before the radiation strike, the potential drop across the
depletion region was VDD). As the voltage between the drain and the bulk terminals
(nC and p-substrate) is still VDD, the decrease in the potential across the depletion

1 Heavy ion are ions whose atomic number is greater than or equal to 2 [11].
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region causes a voltage drop in the p-substrate region. This causes the drain-bulk
junction electric field to penetrate into the p-substrate region, beyond the original
depletion region and hence enhances the flow of electrons from the substrate (these
electrons are generated by the radiation particle strike in the substrate region) to the
depletion region. This enhanced electron flow process is referred to as funneling as
shown in Fig. 1.1. The electrons present in the depletion region drift to the drain
(nC) diffusion region and hence get collected. Thus, charge is said to be collected
through the drift process (or the funnel-assisted drift process). The funneling pro-
cess increases the depth of the region with a strong electric field beyond the original
depletion region. Hence it increases the amount of charge collection by the drift
process [17, 18, 19, 11].

As the electric field continues to pull electrons up, it also pushes the holes down
(away from the depletion region) which allows the drain-bulk depletion region to
recover and regain its original width. After the recovery of the depletion region, the
electrons that were not collected by the funnel-assisted drift process diffuse toward
the depletion region (due to their concentration gradient) and then get pulled by
the junction electric field toward the nC drain diffusion region. Thus the charge is
also collected at the nC region by the diffusion process. It was reported in [18],
that in a lightly-doped substrate, most of the charge collection is through drift only,
whereas in more heavily-doped substrates demonstrate charge collection due to both
the drift and the diffusion processes [20, 17, 18, 19, 11]. In the DSM technologies,
the substrate is heavily doped and hence charge collection at the drain node occurs
due to both drift and diffusion processes.

Bipolar Effect. Consider an NMOS transistor (an n-channel transistor located
in a p-well) in cut-off state, and with its gate and source terminals at GND and
drain terminal at VDD. The electrons generated by a radiation particle strike can be
collected at either the drain-well junction or the well-substrate junction. However,
the radiation-induced holes are left in the p-well, which reduces the source-well
potential barrier (due to the increase in the potential of the p-well). Thus, the source
injects electrons into the channel which can be collected at the drain. This increases
the total amount of the charge collected at the drain node and hence reduces the
tolerance of the device to a radiation particle strike. This effect is called bipolar
effect because the source-well-drain of the NMOS (PMOS) transistor act as a n-p-n
(p-n-p) bipolar transistor. This effect mimics the “on” state of the parasitic bipo-
lar transistor. With technology scaling, the channel length decreases which in turn
reduces the base width (of the n-p-n transistor). Hence, this effect becomes more
pronounced in scaled technologies [19, 11, 21].

Alpha-particle Source-drain Penetration (ALPEN). This charge collection mech-
anism results when a radiation particle strikes a MOS transistor at near-grazing
incidence, such that the particle penetrates through both the source and the drain
regions of the transistor. A radiation particle penetration through both the source
and the drain regions of the MOS transistor (nominally in the off state) perturbs the
potential in the channel region. In this case, the charge collection at the drain of
the MOS transistor happens in three phases: an initial funneling phase while there
is no source/drain barrier, a bipolar phase as the source/channel barrier recovers,
and subsequent diffusion phase (after the device potentials have recovered). This
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process also mimics the “on” state of the transistor. It is reported that the charge
collection due to the ALPEN mechanism increases rapidly for effective gate lengths
below 0:5 �m [19,11]. This mechanism may increase the radiation susceptibility of
DSM devices.

The charge collected (through any mechanism) at the drain node of a device
results in voltage transients at that node. These voltage transients in turn may result
in soft errors.

1.1.1.4 Circuit Level Modeling of a Radiation Particle Strike

A radiation particle strike in a device induces current flow from the n type diffusion
to the p type diffusion. Traditionally, the radiation-induced current at circuit level
is modeled by a double-exponential current pulse [20] for circuit level simulations.
The expression for this pulse is

iseu.t/ D Q

.�’ � �“/
.e�t=�’ � e�t=�“/: (1.1)

Here Q is the amount of charge collected as a result of the ion strike, while �’

is the collection time constant for the junction and �“ is the ion track establishment
constant. This current pulse is injected at any node in a circuit, to simulate a radiation
particle strike in SPICE at that node. Typically �’ is of the order of 100 ps and �“

is of the order of tens of picoseconds [12, 11]. Figure 1.2 shows iseu.t/ for several
values of Q, �’, and �“. The minimum amount of charge required to result in an
error is referred to as critical charge (Qcri).

Note that in DSM devices, the radiation-induced current may be very dif-
ferent from this double exponential pulse [19, 22]. This is because, in DSM

Fig. 1.2 Current pulse model for a radiation particle strike plotted for different values of Q, �’

and �“
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devices, the substrate is more heavily doped when compared with older technolo-
gies. As mentioned earlier, heavily-doped substrate demonstrate charge collection
due to both the drift and the diffusion processes [20, 17, 18, 19, 11]. Therefore, a
significant amount of charge is collected in DSM devices, due to both the drift and
the diffusion processes. Whereas, in older technologies, the charge was mainly col-
lected by the drift process. Since, the double exponential current pulse of (1.1) was
derived for an older technology by using the fact that the charge is mainly collected
by the drift process [20], the radiation-induced current pulse can be different from
this double exponential current pulse in DSM devices. Therefore, for an accurate
analysis, device-level simulations of radiation particle strikes in transistors need to
be performed. However, for circuit level analysis and design, it is adequate to use
the current model of (1.1) to model the worst case radiation particle strike [11, 12].

1.1.1.5 Impact of Technology Scaling on the Radiation Tolerance
of VLSI Design

In the DSM era, the number of transistors on a chip is still increasing, in accordance
with Moore’s law [23]. This is facilitated by decreasing device and interconnect
dimensions, which have led to a reduction in the node capacitances of VLSI circuits.
Hence, in modern VLSI processes, even a small amount of charge deposited by a
radiation particle (or low energy particle) is sufficient to cause a significant change
in the voltage of a node. In other words, DSM circuits are susceptible even to low
energy radiation particle strikes. This is further aggravated by decreasing supply
voltages and increasing operating frequencies in the DSM regime.

Although these technology scaling trends severely reduce the radiation tolerance
of VLSI circuits, there are a couple of factors associated with technology scaling
which improve the radiation tolerance of VLSI circuits. The area of transistors re-
duces with technology scaling and hence the probability that a device in a circuit
experiences a radiation particle strike reduces as well. Also, the decreasing supply
voltages reduce the charge collection efficiency. Therefore, the devices implemented
in newer technologies (with lower supply voltages) collect less charge compared
with the devices implemented in older technologies (with higher supply voltages).
A reduction in the amount of charge collected (due to lowering supply voltages)
with technology scaling improves the radiation resilience of VLSI circuits. In spite
of these factors, an 8% increase in soft error rate (SER) is expected per logic state
bit for each technology generation [6, 7].

The soft error rate (SER) is typically measured as failure in time (FIT), where
a FIT is defined as the number of failures in 109 hours of operation. Figure 1.3
shows the SER for an Alpha [24] processor, which was implemented using different
technology nodes [4]. Figure 1.3 shows the individual contributions of SRAMs,
latches (for different pipeline depths) and combinational logic (for different pipeline
depths with a fanout factor of 4) to the overall SER of the Alpha processor. Observe
from Fig. 1.3 that the overall chip SER, which is the sum of the contributions of
SRAMs, latches, and combinational logic, increases with decreasing feature sizes.



1.1 Background and Motivation 9

Fig. 1.3 SER of an alpha processor for different technology nodes [4]

This verifies that radiation particle strikes are becoming increasingly problematic
for the reliability of VLSI systems, as predicted by the theory.

Also, observe from Fig. 1.3 that in older technologies the contribution of the
SRAMs and latches to the overall chip SER was much higher than that of combina-
tional logic. Hence, traditionally, radiation particle strikes were mainly considered
problematic for memories (SRAMs, DRAMs, and latches) only. However, as the
feature size is reduced below 45 nm, the SER contribution of combinational logic
has increased by a large factor (more than 109), whereas the SER contribution of
SRAMs (in absolute terms) has stayed relatively constant (as shown in Fig. 1.3).
This is because of the fact that with technology scaling, heavily pipelined circuits
are increasingly used, which leads to a reduction in the depth of combinational cir-
cuits. Because of this, the effect of the three masking factors (as described earlier)
reduces and hence, fewer SET events are masked. Hence, it is expected that radiation
particle strikes in combinational logic will be more problematic than in memories
in future technologies [4, 11, 12]. Note that the SER of the Alpha processor due to
radiation particle strikes in latches also increased slightly with decreasing feature
sizes. Therefore, it will be necessary to harden both combinational logic and memo-
ries, to improve the radiation resilience of VLSI systems implemented using future
DSM processes.

Many critical applications such as space, military, and critical terrestrial elec-
tronics (e.g., biomedical circuits and high performance servers) electronics place a
stringent demand on reliable circuit operation. Therefore, efficient analysis and de-
sign techniques are required to harden VLSI circuits (both combinational logic and
memories) against radiation events. Developing these is one of the two goals of this
monograph.
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1.1.2 Process Variations

Another important problem encountered with technology scaling in the DSM era is
the increase in process variations. With the continuous scaling of devices and in-
terconnects, variations in key device and interconnect parameters such as channel
length (L), threshold voltage (VT), oxide thickness (Tox), wire width (WM), and wire
height (H ) are increasing at an alarming rate [8, 9, 10]. Because of this, the per-
formance of different die of the same IC can vary widely, resulting in a significant
yield loss, which translates into higher manufacturing costs.

The two major sources of variability in device parameters are (a) limited control
over the manufacturing process (extrinsic causes of variations) and (b) fundamen-
tal atomic-scale randomness of the device (intrinsic causes of variations) [8]. The
variability that arises due to limited control over the manufacturing process is be-
coming more and more challenging to control. This is because of the inability of the
semiconductor industry to improve manufacturing tolerances at the same pace as
technology scaling [8]. For example, the light source (with a wavelength of 193 nm)
used in lithography in older technologies (�130 nm) is still used in newer technolo-
gies (45 nm and below). Therefore, it is becoming increasingly difficult to control
the channel length of transistors with technology scaling [8]. The intrinsic causes
of variations are also expected to be significantly problematic in future technolo-
gies because of the fact that device dimensions are approaching the scale of silicon
lattice distances. At this scale, quantum physics needs to be used to explain device
operation, which is modeled as a stochastic process. Also, at this scale, the precise
atomic configuration of the material significantly affects the electrical properties of
the device. Therefore, a small variation in the silicon structure has a large impact on
the device performance. For example, the threshold voltage of a transistor heavily
depends on the doping density of the channel region. With technology scaling, the
number of dopant atoms required to achieve the desired doping density is getting
smaller [8]. Since the placement of dopant atoms in the silicon crystal structure
is random, the final number of dopant atoms deposited in the channel region of a
transistor is a random variable. Therefore, the threshold voltage of transistors also
become a random variable. Variations in interconnect parameters are mainly caused
by a limited control over the manufacturing process. Processing steps such as chem-
ical mechanical polishing (CMP) and etching induce variations in interconnects or
wire dimensions [8].

The process variations due to these sources can be classified as systematic varia-
tions and random variations [8,9,25]. The systematic component is the predictable
variation trend across a chip, and is caused by spatial dependencies of device pro-
cessing, such as CMP variations [26] and optical proximity effects [27]. The random
component is caused by effects such as random fluctuations of the number and lo-
cation of dopants in the MOSFET channel, polysilicon gate line-edge roughness,
etc. [8, 9, 10].

Note that in terms of delay variability of a circuit, the contribution of variations
in device parameters dominates that of interconnect parameter variations [8]. The
variation in device parameters contributes close to 90% of the total variability of the
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delay of a realistic design [8]. In future technologies, it is expected that the variation
in device parameters will continue to be the dominant source of delay variability of
a circuit.

1.1.2.1 Impact of Technology Scaling on Process Variations

Figure 1.4 shows the standard deviation of the threshold voltage of transistors (�VT )
implemented in different technology nodes [28]. As shown in Fig. 1.4, �VT has in-
creased by a factor of �2� for a 45 nm technology compared with a 130 nm process.
Note that the absolute value of VT is higher for 130 nm process (�0:35 V) compared
with a 45 nm process (�0:28 V). Similarly, the variation in other device (L and Tox)
and interconnect (W , H , etc) parameters has also increased with technology scal-
ing, as reported in [29]. Therefore, unless significant advancements are made in
process control, the variation in key device and interconnect parameters is expected
to further increase in future technologies.

Additionally, as devices are scaled below 45 nm, the random component of the
total variations becomes significantly more problematic than the systematic compo-
nent [30, 8]. Negligible spatial correlation was observed in the L and VT of devices
in a test chip fabricated using a 65 nm SOI process [30]. However, the random com-
ponent of L and VT variation was quite high in comparison (the standard deviation
of L and VT variations was 5% and 9% of the mean value, respectively). Thus, the
L [30, 8, 26] and VT [30, 8, 31, 10] variations are expected to be mostly random (or
independent) in nature for future DSM technologies.

With the increasing amount (�=�) of variations in device and interconnect pa-
rameters, it becomes difficult to predict the performance of VLSI designs, and hence
it becomes a challenging task to design reliable VLSI systems. The second goal of
this monograph is to develop efficient analysis and design techniques to address the
process variation issue, in order to facilitate the implementation of process variation
resilient VLSI circuits. These techniques help improve design yield and hence lower
manufacturing costs.

Fig. 1.4 Variation in threshold voltage of devices for different technology nodes
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1.2 Monograph Overview

Section 1.1 indicates that radiation particle strikes and process variations can signif-
icantly degrade the reliability of VLSI systems. Because of the widespread use of
modern VLSI circuits, it is necessary to address these issues while designing VLSI
systems, so as to improve their reliability. Therefore, there is a critical need for anal-
ysis and design techniques to enable the implementation of VLSI systems that are
resilient to radiation and process variation effects.

The goal of this monograph is to develop several analysis and design techniques
to achieve circuit resilience against radiation particle strikes and process variations.
This monograph consists of two parts.

In the first part of this monograph (Chaps. 2–7), four analysis approaches for
analyzing the effects of radiation particle strikes in combinational circuits, SRAMs,
and voltage scaled circuits [32, 33, 34] are presented. Two circuit level hardening
approaches [35, 36] are also presented, to harden combinational circuits against a
radiation particle strike.

In the second part of this monograph (Chaps. 8–10), a sensitizable statistical
timing analysis approach is presented to improve the accuracy of statistical tim-
ing analysis of combinational circuits. Two design approaches are also presented to
improve the process variation tolerance of combinational circuits and voltage level
shifters (which are used in circuits with multiple interacting supply domains), re-
spectively.

This monograph is organized as follows.
In Chap. 2, an analytical approach is developed to analyze the radiation-induced

transients in combinational circuits. Efficient and accurate models for radiation-
induced transients are required to evaluate the radiation tolerance of a circuit. As
mentioned earlier, a radiation particle strike at a node may result in a voltage glitch.
The pulse width of this voltage glitch is a good measure of radiation robustness of
a design. Thus, an analytical model to estimate the pulse width of the radiation-
induced voltage glitch in combinational designs is presented in this chapter. In this
approach, a piecewise linear transistor IDS model is used (instead of a linear RC gate
model), and the effect of the ion track establishment constant (�“) of the radiation-
induced current pulse is considered. Both these factors improve the accuracy (in
comparison with the best existing approach [37]) of the analytical model for the
pulse width computation. The model is applicable to any logic gate, with arbitrary
gate size and loading, and with different amounts of charge collected due to the ra-
diation strike. The model can be used to quickly (1,000� faster than SPICE [38])
determine the susceptible gates in a design (the gates where a radiation particle
strike can result in a voltage glitch with a positive pulse width). The most suscep-
tible gates can then be protected using circuit hardening approaches, based on the
degree of hardening desired.

In Chap. 3, an analytical model is presented, which efficiently estimates the shape
of the voltage glitch that results from a radiation particle strike. A model for the load
current I G

out.Vin; Vout/ of the output terminal current of the gate G is used. Again, the
model is applicable to any general combinational gate with different loading, and for
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arbitrary values of collected charge (Q). The effect of the ion track establishment
constant (�“) of the radiation particle induced current pulse is accounted for. The
voltage glitch estimated by this analytical model can be propagated to the primary
outputs of a circuit using existing voltage glitch propagation tools. The properties
of the voltage glitch (such as its magnitude, glitch shape and width) at the primary
outputs can be used to evaluate the SEE robustness of the circuit. On the basis of the
result of this analysis, circuit hardening approaches can be implemented to achieve
the level of radiation tolerance required.

Chapter 4 presents a model for the dynamic stability of an SRAM cell in the
presence of a radiation particle strike. Such models are required since SRAM sta-
bility analysis is crucial from an economic viewpoint, given the extensive use of
memory in modern processors and SoCs. Static noise margin (SNM)-based stability
SRAM stability analysis often results in pessimistic designs because SNM cannot
capture the transient behavior of the noise. Therefore, to improve analysis accuracy,
a dynamic stability analysis is required. The model proposed in this chapter utilizes
the double exponential current pulse of (1.1) for modeling a radiation particle strike,
and is able to predict (more accurately than the most accurate prior approach [39])
whether a radiation particle strike will result in a state flip in a 6T-SRAM cell (for
given values of Q, �’ and �“). This model enables a designer to quickly (2,000�
faster than SPICE) and accurately analyze SRAM stability during the design phase.

In Chap. 5, an analysis of the effects of voltage scaling on the radiation tolerance
of VLSI systems is presented. For this analysis, 3D simulations of radiation parti-
cle strikes on the output of an inverter (implemented using DVS and subthreshold
design) were performed. The radiation particle strike on an inverter was simulated
using Sentaurus-DEVICE [40] for different inverter sizes, inverter loads, the sup-
ply voltage values (VDD) and the energy of the radiation particles. From these 3D
simulations, several nonintuitive observations were made, which are important to
consider during radiation hardening of such DVS and subthreshold circuits. On the
basis of these observations, several guidelines are proposed for radiation hardening
of such designs. These guidelines suggest that traditional radiation hardening ap-
proaches need to be revisited for DVS and subthreshold designs. A charge collection
model for DVS circuits is also proposed, using the results of these 3D simulations.
The parameters of this charge collection model can be included in transistor model
cards in SPICE, to improve the accuracy of SPICE-based simulations of radiation
events in DVS circuits.

Chapter 6 presents a radiation tolerant combinational circuit design approach,
which is based on diode clamping action. This diode clamping-based hardening ap-
proach is based on the use of shadow gates, whose task it is to protect the primary
gate in case it experiences a radiation strike. The gate to be protected is duplicated
locally, and a pair of diode-connected transistors (or diodes) is connected between
the outputs of the original and the shadow gate. These diodes turn on when the volt-
age across the two gate outputs deviates (during a radiation strike). A methodology
is also presented to protect specific gates of the circuit based on electrical masking,
in a manner that guarantees radiation tolerance for the entire circuit and also keeps
the area and delay overhead low. An improved circuit level hardening algorithm is
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also proposed, to further reduce the delay and area overhead. Note that the diode
clamping-based approach is suitable for hardening a circuit against low energy par-
ticle strikes.

In Chap. 7, another radiation tolerant combinational circuit design approach is
presented, which is called the split-output based hardening approach. This hard-
ening approach exploits the fact that if a gate is implemented using only PMOS
(NMOS) transistors then a radiation particle strike can result only in logic 0–1 (1–0)
transient. Based on this observation, radiation hardened variants of regular static
CMOS gates are derived. Split-output based radiation hardened gates exhibit an ex-
tremely high degree of radiation tolerance, which is validated at the circuit level.
Hence, this approach is suitable for hardening against medium and high energy ra-
diation particles. Using split-output gates, circuit level hardening is performed based
on logical masking, to selectively harden those gates in a circuit, which contribute
maximally to the soft error failure of the circuit. The gates whose outputs have a
low probability of being logically masked are replaced by their radiation tolerant
counterparts, such that the digital design achieves a soft error rate reduction of a
desired amount (typically 90%). The split-output based hardening approach is able
to harden combinational circuits with a modest layout area and delay penalty.

Chapter 8 presents the sensitizable statistical timing analysis (StatSense) method-
ology, developed to remove the pessimism due to two sources of inaccuracy which
plague current statistical static timing analysis (SSTA) tools. Specifically, the Stat-
Sense approach implicitly eliminates false paths, and also uses different delay
distributions for different input transitions for any gate. StatSense consists of two
phases. In the first phase, a set of N logically sensitizable vector transitions, which
result in the largest delays for a circuit, are obtained. In the second phase, these
delay-critical sensitizable input vector transitions are propagated using a Monte-
Carlo-based technique to obtain the delay distribution at the outputs. The specific
input transitions at any gate are known after the first phase, and so the gate delay dis-
tribution corresponding to these input transitions is utilized in the second phase. The
second phase performs Monte-Carlo-based statistical static timing analysis (SSTA),
using the appropriate gate delay distribution corresponding to the particular input
transition for each gate. The StatSense approach is able to significantly improve the
accuracy of SSTA analysis. The circuit delay distribution obtained using StatSense
closely matches that obtained by SPICE based Monte-Carlo simulations.

In Chap. 9, a process variation tolerant design approach for combinational cir-
cuits is presented, which exploits the fact that random variations can cause a
significant mismatch in two identical devices placed next to each other on the die.
In this approach, a large gate is implemented using an appropriate number (>1) of
smaller gates, whose inputs and outputs are connected to each other in parallel. This
parallel connection of smaller gates to form a larger gate is referred to as a parallel
gate. Since the L and VT variations are largely random and have independent vari-
ations in smaller gates, the variation tolerance of the parallel gate is improved. The
parallel gates are implemented as single layout cells. By careful diffusion sharing in
the layout of the parallel gates, it is possible to reduce the input and output capaci-
tance of the gates, thereby improving the nominal circuit delay as well. An algorithm
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is also developed to selectively replace critical gates in a circuit by their parallel
counterparts, to improve the variation tolerance of the circuit. Monte-Carlo sim-
ulations demonstrate that this process variation tolerant design approach achieves
significant improvements in circuit level variation tolerance.

In Chap. 10, a novel process variation tolerant single-supply true voltage level
shifter (SS-TVLS) design is presented. It is referred to as “true” since it can han-
dle both low to high, or high to low voltage level conversions. The SS-TVLS is
the first VLS design, which can handle both low-to-high and high-to-low voltage
translation without a need for a control signal. The use of a single supply voltage
reduces circuit complexity, by eliminating the need for routing both supply voltages.
The proposed circuit was extensively simulated in a 90 nm technology using SPICE.
Simulation results demonstrate that the level shifter is able to perform voltage level
shifting with low leakage for both low to high, as well as high to low voltage level
translation. The proposed SS-TVLS is also more tolerant to process and temperature
variations, when compared with a combination of an inverter along with the nontrue
VLS solution [41].

Finally, in Chap. 11, this monograph is concluded. This chapter also presents
some future directions for research, and a summary of the broader impact of this
work.

1.3 Chapter Summary

In this chapter, two major issues (radiation particle strikes and process variations),
which are encountered while designing reliable VLSI systems, were introduced.
With technology scaling, it is expected that the effect of these issues on the reliability
of VLSI designs will become more severe. Thus, there is a critical need to address
these issues while designing VLSI systems.

The next chapter will describe the first radiation analysis approach for combina-
tional circuits.

References

1. T. May and M. Woods, “Alpha-particle-induced soft errors in dynamic memories,” IEEE
Transaction on Electron Devices, vol. ED-26, pp. 2–9, Jan 1979.

2. J. Pickle and J. Blandford, “CMOS RAM cosmic-ray-induced error rate analysis,” IEEE
Transactions on Nuclear Science, vol. NS-29, pp. 3962–3967, 1981.

3. W. Massengill, M. Alles, and S. Kerns, “SEU error rates in advanced digital CMOS,” in Proc.
of the European Conf. on Radiation and Its Effects on Components and Systems, Sep. 1993,
pp. 546–553.

4. P. Shivakumar, M. Kistler, S. W. Keckler, D. Burger, and L. Alvisi, “Modeling the effect of
technology trends on the soft error rate of combinational logic,” in Proc. of the Intl. Conf. on
Dependable Systems and Networks, 2002, pp. 389–398.

5. Q. Zhou and K. Mohanram, “Transistor sizing for radiation hardening,” in Proc. of the Intl.
Reliability Physics Symposium, April 2004, pp. 310–315.



16 1 Introduction

6. P. Hazucha, T. Karnik, J. Maiz, S. Walstra, B. Bloechel, J. Tschanz, G. Dermer, S. Hareland,
P. Armstrong, and S. Borkar, “Neutron soft error rate measurements in a 90-nm CMOS process
and scaling trends in SRAM from 0.25-um to 90-nm generation,” in International Electron
Devices Meeting, Dec. 2003, pp. 21.5.1–21.5.4.

7. S. Borkar, “Designing reliable systems from unreliable components: the challenges of transis-
tor variability and degradation,” IEEE Micro, vol. 25, no. 6, pp. 10–16, Nov.-Dec. 2005.

8. M. Orshansky, S. R. Nassif, and D. Boning, Design for manufacturability and statistical design:
A constructive approach, US Springer, 2008.

9. K. Agarwal and S. Nassif, “Characterizing process variation in nanometer CMOS,” in Proc.
of the Design Automation Conf., June 2007, pp. 396–399.

10. K. Bernstein, D. J. Frank, A. E. Gattiker, W. Haensch, B. L. Ji, S. R. Nassif, E. J. Nowak, D. J.
Pearson, and N. J. Rohrer, “High-performance CMOS variability in the 65-nm regime and
beyond,” IBM Journal of Research and Development, vol. 50, pp. 433–449, July/Sept. 2006.

11. P. E. Dodd and L. W. Massengill, “Basic mechanisms and modeling of single-event upset in
digital microelectronics,” IEEE Transactions on Nuclear Science, vol. 50, no. 3, pp. 583– 602,
2003.

12. Q. Zhou and K. Mohanram, “Gate sizing to radiation harden combinational logic,” IEEE
Transactions on Computer-Aided Design of Integrated Circuits and Systems, vol. 25, no. 1, pp.
155–166, Jan. 2006.

13. D. Binder, C. Smith, and A. Holman, “Satellite anomalities from galactic cosmic rays,” IEEE
Transactions on Nuclear Science, vol. NS-22, pp. 2675–2680, Dec. 1975.

14. R. G. Harrison and D. B. Stephenson, “Detection of a galactic cosmis ray influence on clouds,”
Geophysical Research Abstracts, vol. 8, no. 07661, pp. 1, 2006.

15. G. Cellere, A. Paccagnella, A. Visconti, and M. Bonanomi, “Soft errors induced by single
heavy ions in floating gate memory arrays,” in Proc. of the Intl. Symposium on Defect and
Fault Tolerance in VLSI Systems, 2005, pp. 275–284.

16. A. Johnston, “Scaling and technology issues for soft error rate,” in Proc. of the Annual Re-
search Conf. on Reliability, Oct. 2000, pp. 1–8.

17. L. D. Edmonds, “A simple estimate of funneling-assisted charge collection,” IEEE Transac-
tions on Nuclear Science, vol. 38, no. 2, pp. 828–833, Apr 1991.

18. P. E. Dodd, F. W. Sexton, and P. S. Winokur, “Three-dimensional simulation of charge col-
lection and multiple-bit upset in Si devices,” IEEE Transactions on Nuclear Science, vol. 41,
pp. 2005–2017, 1994.

19. P. E. Dodd, “Device simulation of charge collection and single-event upset,” IEEE Transactions
on Nuclear Science, vol. 43, no. 2, pp. 561–575, Apr. 1996.

20. G. Messenger, “Collection of charge on junction nodes from ion tracks,” IEEE Transactions
on Nuclear Science, vol. 29, no. 6, pp. 2024–2031, 1982.

21. O. A. Amusan, “Analysis of single event vulnerabilities in a 130 nm CMOS technology,” M.S.
thesis, Vanderbilt University, 2006.

22. S. DasGupta, “Trends in single event pulse widths and pulse shapes in deep submicron CMOS,”
M.S. thesis, Vanderbilt University, 2008.

23. G. E. Moore, “Cramming more components onto integrated circuits,” Electronics, vol. 38,
no. 8, pp. 1–4, April 1965.

24. R. E. Kessler, “The Alpha 21264 microprocessor,” IEEE Micro, vol. 19, no. 2, pp. 24–36,
1999.

25. H. Chang and S. S. Sapatnekar, “Statistical timing analysis under spatial correlations,” IEEE
Transactions on Computer-Aided Design of Integrated Circuits and Systems, vol. 24, no. 9, pp.
1467–1482, Sept. 2005.

26. L. He, A. B. Kahng, K. H. Tam, and J. Xiong, “Simultaneous buffer insertion and wire sizing
considering systematic CMP variation and random Leff variation,” Proc. of the Intl. Conf. on
Computer-Aided Design, vol. 26, no. 5, pp. 845–857, May 2007.

27. K. Cao, S. Dobre, and J. Hu, “Standard cell characterization considering lithography induced
variations,” in Proc. of the Design Automation Conf., 2006, pp. 801–804.



References 17

28. K. J. Kuhn, “Reducing variation in advanced logic technologies: Approaches to process and
design for manufacturability of nanoscale CMOS,” in International Electron Devices Meeting,
Dec. 2007, pp. 471–474.

29. S. Nassif, “Delay variability: Sources, impacts and trends,” in Proc. of the Intl. Solid State
Circuits Conf., 2000, pp. 368–369.

30. W. Zhao, Y. Cao, F. Liu, K. Agarwal, D. Acharyya, S. Nassif, and K. Nowka, “Rigorous
extraction of process variations for 65nm CMOS design,” in Proc. of the European Solid State
Device Research Conf., Sept. 2007.

31. K. Agarwal, F. Liu, C. McDowell, S. Nassif, K. Nowka, M. Palmer, D. Acharyya, and
J. Plusquellic, “A test structure for characterizing local device mismatches,” in Proc. of the
Symposium on VLSI Circuits, 2006, pp. 67–68.

32. R. Garg, C. Nagpal, and S. P. Khatri, “A fast, analytical estimator for the SEU-induced pulse
width in combinational designs,” in Proc. of the Design Automation Conf., June 2008, pp. 918–
923.

33. R. Garg and S. P. Khatri, “Efficient analytical determination of the SEU-induced pulse shape,”
in Proc. of the Asia and South Pacific Design Automation Conf., Jan. 2009.

34. R. Garg, P. Li, and S. P. Khatri, “Modeling dynamic stability of SRAMs in the presence of
single event upsets (SEUs),” in Proc. of the Intl. Symposium on Circuits and Systems, May
2008, pp. 1788–1791.

35. R. Garg, N. Jayakumar, S. P. Khatri, and G. Choi, “A design approach for radiation-hard digital
electronics,” in Proc. of the Design Automation Conf., July 2006, pp. 773–778.

36. R. Garg and S. P Khatri, “A novel, highly SEU tolerant digital circuit design approach,” in
Proc. of the Intl. Conf. on Computer Design, Oct. 2008, pp. 14–20.

37. K. Mohanram, “Closed-form simulation and robustness models for SEU-tolerant design,” in
Proc. of the VLSI Test Symposium, 2005, pp. 327–333.

38. L. Nagel, “Spice: A computer program to simulate computer circuits,” in University of
California, Berkeley UCB/ERL Memo M520, May 1995.

39. B. Zhang, A. Arapostathis, S. Nassif, and M. Orshansky, “Analytical modeling of SRAM
dynamic stability,” in Proc. of the Intl. Conf. on Computer-Aided Design, Nov. 2006, pp.
315–322.

40. Synopsys Inc., Mountain View, CA, Sentaurus user’s manuals, 2007.12 edition.
41. Q. A. Khan, S. K. Wadhwa, and K. Misri, “A single supply level shifter for multi voltage

systems,” in Proc. of the Intl. Conf. on VLSI Design, Jan. 2006, pp. 1–4.



Part I
Soft Errors



Chapter 2
Analytical Determination of Radiation-induced
Pulse Width in Combinational Circuits

2.1 Introduction

With technology scaling, radiation particle strikes are becoming increasingly
problematic for both combinational circuits and memory elements, as described
in Chap. 1. Many critical applications such as biomedical circuits, as well as space
and military electronics, demand reliable circuit functionality. Therefore, the cir-
cuits used in these application must be tolerant to radiation particle strikes.

To design radiation tolerant VLSI systems efficiently, it is required to first analyze
the nature of radiation-induced voltage transients, and the effects of radiation parti-
cle strikes both on combinational circuits and memory elements (as SRAM cells).
Then, on the basis of the findings of this analysis, circuit hardening approaches
can be implemented to achieve radiation resilience while satisfying area, delay, and
power constraints. This chapter and the next three chapters present radiation analysis
approaches developed in this monograph for analyzing the effect of a radiation par-
ticle strike in combinational circuits and SRAMs. Then two hardening approaches
are presented in Chaps. 6 and 7.

Circuit hardening approaches [1, 2, 3] often employ selective gate hardening to
reduce the area and delay overhead associated with radiation hardening contributors.
This is achieved by only protecting those gates in a circuit which are the significant
contributors to the soft error failure rate of the circuit. Hence, the radiation sus-
ceptibility of such gates has to be examined to evaluate the radiation tolerance of
the circuit. Also, for efficient hardening, it is important to harden the circuit early
in the design flow. This will help in reducing the number of design iterations and
reducing design turn-around time and cost. However, this can be achieved only if
radiation analysis techniques can quickly and accurately simulate the effects of radi-
ation events of different particle energies, for different gates with different loading
conditions. For this, it is important to evaluate the radiation tolerance of a circuit
using robustness metrics.

An exhaustive SPICE-based simulation of radiation events in a combinational
circuit would be accurate; however, it would require a large number of simula-
tions since the circuit can have a large number nodes and a radiation particle strike
can occur at any one of these nodes. Also, the transient pulse resulting from a

R. Garg and S. P. Khatri, Analysis and Design of Resilient VLSI Circuits: Mitigating
Soft Errors and Process Variations, DOI 10.1007/978-1-4419-0931-2 2,
c� Springer Science+Business Media, LLC 2010
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radiation particle strike depends upon the node (node capacitance and the sizing
characteristics of the gate driving that node), the amount of charge collected due to
the particle strike, and the state of the circuit inputs. Therefore, it is computationally
intractable to use exhaustive SPICE-based simulators for simulating the effect of ra-
diating event in the early stages of the design flow. Thus, there is a need for efficient
and accurate analytical models for SET events in combinational circuits.

The modeling of radiation events in either combinational or sequential circuits
involves solving nonlinear differential equations. Because of this, not much success
has been achieved in developing accurate and efficient models, which are applica-
ble across different scenarios (such as different gate sizes, dumped charge, fanout
loading, etc.). Modeling approaches in the past (explained in Sect. 2.2) have made
several assumptions and approximations which limit the applicability of the result-
ing model due to the large error involved.

In this chapter, an analytical model for the pulse width1 of the radiation-induced
voltage glitch in combinational circuits is presented. The pulse width of the voltage
glitch due to a radiation particle strike is a good measure of radiation robustness
because, on the one hand, if a gate is more susceptible to radiation particle strikes,
then a particle strike at the output node of that gate would result in a voltage glitch
with a larger pulse width. On the other hand, if a gate is less susceptible to radiation
events, then pulse width of the voltage glitch will be lower. Hence, the pulse width of
the radiation-induced voltage glitch is often used as the radiation robustness metric
of choice.

The model for the pulse width of the radiation-induced voltage glitch presented
in this chapter uses a piecewise linear transistor IDS model (instead of a linear RC
gate model as done in previous approaches [4, 5]), and also considers the effect of
the ion track establishment constant (�“) of the radiation-induced current pulse (1.1).
Both these factors improve the accuracy of the analytical model for the pulse width
computation. The proposed model is applicable to any logic gate, with arbitrary gate
size and loading, with different amounts of charge collected due to the radiation
strike. The computation of the pulse width of the voltage glitch at a gate using the
model presented in this chapter is very fast and accurate; therefore, it can be easily
incorporated in a design flow to implement radiation tolerant circuits. The proposed
model can be used to quickly determine whether the gates in a design experience a
positive pulse width as a consequence of a radiation strike. Such gates can be up-
sized to harden them, while accounting for logical masking [1]. This flow can be
iterated until the required tolerance against radiation particle strikes is achieved.

Note that previous approaches [4, 5] neglected the contribution of the ion track
establishment constant (�“) to simplify their model. However, in [6], it was men-
tioned that if the circuit response is faster than the time constants of the radiation
event, then the shape of the radiation-induced current pulse is critically important to
accurately model the radiation particle strike. For a 65 nm PTM [7] model card, the

1 The pulse width of the radiation-induced voltage glitch is computed as the width of the voltage
glitch, measured at half the supply voltage.
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delay of a minimum size inverter driving a fanout of three minimum size inverters is
about 13 ps, which is much smaller than the typical time constants2 associated with
a radiation particle strike. Therefore, neglecting the contribution of the �“ term of
the current pulse of (1.1) will lead to an inaccurate analysis. Through experiments
it was found that ignoring �“ results in an under-estimation of the pulse width of
the radiation-induced voltage glitch by 10%. Therefore, neglecting the contribution
of the �“ term of the current pulse of (1.1) effectively diminishes the severity of
the radiation particle strike, and hence leads to an optimistic estimate for the volt-
age glitch. Thus, it is important to consider �“ for an accurate analysis. The model
presented in this chapter considers the contribution of �“.

In the remainder of this chapter, Sect. 2.2 briefly discusses related previous work
on modeling radiation-induced transients in combinational circuits. The model for
the pulse width of the radiation-induced voltage glitch developed in this monograph
is described in Sect. 2.3. Experimental results are presented in Sect. 2.4, followed by
a chapter summary in Sect. 2.5.

2.2 Related Previous Work

A significant amount of work has been done on the simulation and analysis
of radiation particle strikes in both combinational and sequential circuit ele-
ments [8, 9, 10, 4, 11, 12, 5]. Most of this work can be classified under one of three
categories: device-level, circuit-level, and logic-level.

Device-level simulation approaches involve solving device physics equations
to evaluate the effect of a radiation particle strike. In [13], three-dimensional nu-
merical simulation is used to study the charge collection mechanism in silicon
nC=p diodes. In [14], device level three-dimensional simulation was performed
to study the charge collection mechanism and voltage transients from angled ion
strikes. Although device-level approaches result in very accurate analysis, they are
extremely time-consuming in nature. Hence, these approaches cannot be used for
large circuits.

For circuit-level and logic-level simulation approaches, a double exponential
current pulse (1.1) is used to model a particle strike [15, 12, 1]. Logic-level ap-
proaches [11,16] are utilized when the accuracy of the analysis is not very important
but the speed of the analysis is very important. In these approaches, the electrical
effect of radiation-induced transient is abstracted into logic-level models, which are
then used in gate-level timing simulations to propagate the effects of a radiation
particle strike to the memory elements at the primary outputs of the circuit. The
high level of inaccuracy of these approaches makes them unattractive for robustness
evaluation of circuits under radiation particle strikes.

Circuit-level simulation approaches provide accuracy and runtimes, which are
intermediate between device and logic level methods. An exhaustive SPICE-based

2 Typical rise times of a radiation-induced current pulse are in the range of 10–50 ps and fall times
are of the order of 100 ps [6, 1].
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simulation of radiation events in a circuit would be relatively accurate; however, it
is still very time consuming since a large number of simulations are required to be
performed due to the reasons mentioned in Sect. 2.1. Several approaches have been
proposed to model radiation-induced transients in combinational circuits [17, 18, 5,
4]. In [17], the authors presented a methodology to analyze compound noise effects
in circuits. Their approach utilizes look-up tables and a database generated from
SPICE simulations of all the cells in a library. Many approaches [18,5,4] attempt to
solve a nonlinear differential equation (this equation is called a Ricatti differential
equation) of the transistor to obtain a closed-form reduced model for the radiation-
induced transients. For this, several approximations were made in these approaches
which result in a large error.

The authors of [18] presented an exact solution of the Ricatti equation using
a computationally expensive infinite power series solution. In [5], a switch-level
simulator is presented, where radiation-induced transient simulation is performed
in two steps. In the first step, a first order RC model is used to compute the pulse
width due to a radiation particle strike, and then in the second step, a set of rules
are used for the propagation of the transient pulse through simple CMOS circuit
blocks. Electrical-level simulations are performed to obtain pulse widths for given
resistance (Rg) and capacitance (Cg) values that model a gate. Then the pulse width
for other R and C values are obtained by using the linear relationships between
the pulse width obtained for Rg and Cg, and the new R and C values. One ma-
jor drawback of this approach is that it cannot be used for different values of the
radiation-induced current parameters (Q, �’ and �“). In [4], a closed-form model
is reported for radiation-induced transient simulation for combinational circuits.
Again, a linear RC gate model is used, which is derived using a SPICE-based cali-
bration of logic gates for a range of values of fanout, charge collected and gate size.
In [4, 5], the circuit simulation approaches assume a linear RC gate model, which
leads to higher inaccuracy. In the DSM era, a gate cannot be accurately modeled
by a linear RC model [19]. This will also be demonstrated through an experiment
in Sect. 2.3. Also, these approaches neglect the contribution of the ion track estab-
lishment constant (�“) of the radiation-induced current pulse of (1.1), which further
increases the inaccuracy of the analysis, as explained in Sect. 2.1. In contrast to these
approaches, the model proposed in this chapter uses a piecewise linear transistor IDS

model and also considers the effect of �“. Both these factors improve the accuracy
of the analytical model for the pulse width computation.

2.3 Proposed Analytical Model for the Pulse Width
of Radiation-induced Voltage Glitch

This section describes the analytical model for the pulse width of the radiation-
induced voltage glitch developed in this monograph. Section 2.3.1 discusses the
effect of a radiation particle strike at the output of an inverter, using SPICE [20]
simulations. The inverters used in this discussion were implemented using a 65 nm



2.3 Proposed Analytical Model for the Pulse Width of Radiation-induced Voltage Glitch 25

PTM [7] model card with VDD D 1 V. The radiation-induced transient are
classified into four cases, in Sect. 2.3.2. The proposed model for the pulse width
computation, based on these cases, is introduced in Sect. 2.3.3. Section 2.3.4 pro-
vides the derivation of the expression for the pulse width of the radiation-induced
voltage glitch.

2.3.1 Radiation Particle Strike at the Output of an Inverter

Consider an inverter INV1 driving three identical inverters as shown in Fig. 2.1a.
These inverters were implemented using a 65 nm PTM [7] model card with
VDD D 1 V. Note that these inverters were designed such that the switching thresh-
old (VST) is VDD=2 (i.e., 0.5 V). Let node a be at logic value 0 when a radiation

M2
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M1

in
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i    (t)
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b

Fig. 2.1 (a) Radiation-induced current injected at the output of inverter INV1, (b) Voltage glitch
at node a
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particle strikes the diffusion of INV1. This is modeled by the injection of iseu.t/

(described by (1.1)) at node a. The voltage glitches that results from the radiation
particle strike are shown in Fig. 2.1b, for four different inverter sizes (1�, 7�, 8�,
and 10�)3 and for Q D 150 fC, �’ D 150 ps and �“ D 50 ps. Note that all four
inverters of Fig. 2.1a are identical.

Note that from Fig. 2.1b, in case of 10� inverters, the radiation particle strike
changes the node voltage by less than VST (which is designed to be VDD=2) and
hence the logic value does not change. Hence the radiation particle strike does not
cause any error in circuit operation in this case. In case of the 8� inverter, the node
voltage at a rises to a value around 0.9 V. As the voltage of node a starts rising,
the NMOS transistor M1 of INV1 is in the linear region of operation. When the node
voltage reaches V N

dsat, M1 enters the saturation region of operation. For this case,
the PMOS transistor is always in cut-off (since its VGS D 0). When the radiation
particle strike occurs at the output node diffusion of the 7� inverter, the magnitude
of the voltage glitch is around 1.4 V. In this case as well, M1 starts out in the linear-
region, and enters the saturation region when the node voltage at a rises above V N

dsat.
However, in this case, the PMOS transistor M2 of INV1 also turns on (in saturation
mode) when the voltage of node a reaches VDD C jVTPj (here VTP is the threshold
voltage of the PMOS transistor) because the VGS of M2 becomes smaller than VTP.
In case of the 1� inverter, the diode between the source diffusion and the bulk of M2
also turns on (M1 and M2 both conduct in the saturation region under this condition)
when the voltage of node a reaches a value greater than VDD C Vdiode (i.e., 1.6 V).
Here, Vdiode is the diode turn-on voltage which is 0.6 V for Silicon. Therefore, the
voltage of node a gets clamped to a value around 1.6 V. On the basis of the above
discussion, note that M1 and M2 operate in different modes of operation (cut-off,
linearand saturation) during the radiation-induced transient. Therefore, it will not be
accurate to model INV1 by a linear RC gate model, as in the case [4, 5].

Based on the above discussion, note also that the inverters of four different sizes
operate quite differently during the radiation-induced transient, and the maximum
voltage glitch magnitude (VGM) determines their behavior at different times during
the transient. In fact, when a radiation particle strikes the output node of INV1, there
are four cases to consider. In the next section, each of these cases (distinguished
based on the VGM value) are described. Based on this classification, the proposed
analytical closed form expression for the pulse width of the radiation-induced volt-
age glitch is derived in Sect. 2.3.4.

2.3.2 Classification of Radiation Particle Strikes

The analysis presented in this chapter is for an inverter with its input at VDD and
its output at GND. The radiation particle strike results in a positive voltage glitch at
the output of the gate. However, without loss of generality, the same analysis and

3 The width of the NMOS (PMOS) transistor of 1� inverter is 65 nm (195 nm). The channel length
of both the NMOS and PMOS transistors is 65 nm.
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the same analytical model can be used for any type of gate (NAND, NOR, etc.), and
for any logic values applied to its inputs. Handling of NAND, NOR, etc. gates is
achieved by constructing an equivalent inverter for the gate. The size of this inverter
depends on the given input values of the gate. The applicability of the proposed
model to different gates was verified by applying the model to a 2-input NAND gate
(for all four input combinations). These results are presented in Sect. 2.4. Note that
for multiple input gates, the radiation particle strike at intermediate nodes of the
gate were not considered, because the worst-case transient occurs when the particle
strike occurs at the output node of the gate.

Again consider the inverter INV1 of Fig. 2.1a. INV1 can operate in 4 different
cases during the radiation event transient, based on the maximum voltage glitch
magnitude VGM. The value of VGM depends upon the sizes of the devices M1
and M2, the gate loading at the output node a and the value of Q, �’ and �“.
The pulse width of the voltage glitch is computed differently for these cases, because
of the different behavior of M1 and M2 (Fig. 2.1a) for these cases. The classification
of the different cases is as follows.

� Case 1 – VGM � VDD C Vdiode: In this case, with the increasing voltage of node
a (Va), M1 starts conducting in the linear region and enters the saturation region
when the Va becomes more than V N

dsat. M2 starts conducting in the saturation
mode once Va crosses VDD C jVTPj. Eventually when Va reaches VDD C Vdiode,
the voltage between the source diffusion and the bulk terminal of the PMOS tran-
sistor M2 becomes � Vdiode. Therefore, the diode between these two terminals get
forward biased and it starts conducting heavily. Thus Va gets clamped to a value
around VDD C Vdiode.

� Case 2 – VDD C jVTPj � VGM < VDD C Vdiode: In this case as well, both M1
and M2 conduct similar to Case 1. However, the diode between the diffusion and
the bulk terminals of M2 remains off.

� Case 3 – VDD=2 � VGM < VDD C jVTPj: Only M1 conducts in this case. M1
starts conducting in the linear region and when Va crosses V N

dsat, M1 enters the
saturation region. M2 remains off in this case.

� Case 4 – VGM < VDD=2: The voltage glitch magnitude is less than VDD=2 and
hence the radiation event does not result in node voltage change of magnitude
greater than VDD=2.

Also, out of these 4 cases, the radiation event causes a node voltage glitch of size
greater than VDD=2 for Cases 1, 2 and 3, and thus, the analysis is presented for
these cases.

2.3.3 Overview of the Model for Determining
the Pulse Width of the Voltage Glitch

Figure 2.2a schematically illustrates a voltage glitch that results from a radiation
strike at the output node a of INV1. As shown in Fig. 2.2a, the node voltage rises
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Fig. 2.2 Flowchart of the proposed model for pulse width calculation

and reaches VDD=2 at time t1, and the node voltage falls to VDD=2 (after reaching
a maximum value of VGM) at the time t2. Hence the width of the voltage glitch of
Fig. 2.2a is t2-t1. The goal of the proposed model is to compute t2, t1 (the width
of the glitch). To use the proposed model to compute pulse width, all the gates of
different types and sizes in the library (LIB) need to be characterized (this was done
using SPICE [20]). For each gate (for all input combinations), the current through
the pull-down and pull-up stacks as a function of the gate output voltage was com-
puted, and stored in a look-up table. The input gate capacitance (CG) and the output
node diffusion capacitance (CD) were also computed as a function of the input (out-
put) node voltage and stored in look-up tables. For these lookup table entries, the
characterization was performed in the discrete steps of 0.1 V. For example, for INV1
of Fig. 2.1a, the drain to source current IDS through M1 was computed for different
VDS values across M1, when node in is at VDD. The IDS value for M2 was also
computed when in is at the GND value, for different values of VDS across M2. Thus,
the number of current look-up tables (the pull-up and the pull-down current tables)
for any gate is equal to 2n (where n is the number of inputs of a gate). Similarly,
CD was also computed depending upon the input state of the gate. Therefore, for an
n-input gate, the total size of the look-up tables for CG, CD and the current through
the pull-down (pull-up) stack are 23 � n, 17 � 2n, and 17 � 2n, respectively. The sat-
uration voltage Vdsat was also obtained for both NMOS and PMOS transistors, for
the nominal supply voltage value. Note that the proposed model can be used for a
circuit employing voltage scaling by obtaining the Vdsat values for different supply
voltage values. The gate characterization step needs to be performed once for each
gate in a library, and thus it does not affect the run-time of the model.

Figure 2.2b shows the flowchart of the algorithm used by the proposed model to
compute the values of t1 and t2 (and hence estimate the pulse width of the voltage
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glitch). The input to the model is a gate G (the radiation event is to be simulated
at the output node of gate G), its input state, the list of gates which are driven by
the gate G, and the values of Q, �’ and �“. The model first computes VGM and then
determines the case that is applicable. If VGM < VDD=2 (i.e., Case 4 applies), then
the pulse width is 0 else t1 is computed. Note that the expression of t1 is the same for
cases 1, 2, and 3. After this, the time t2 is computed using case specific expressions.
Finally the pulse width of the voltage glitch (t2 � t1) is returned. The steps of the
proposed model to compute the pulse width of the voltage glitch are explained in
detail in the following subsections.

2.3.4 Derivation of the Proposed Model for Determining
the Pulse Width of the Voltage Glitch

As mentioned earlier, the discussion of the proposed model assumes that INV1
(Fig. 2.1a) has its input node in at VDD and the output node a at GND. A radiation
particle strike results in a positive voltage glitch at node a. To ensure that the model
for radiation events in combinational circuit elements is manageable, a piece-wise
linear drain-source current (IDS) expression was used. Consider an NMOS transis-
tor with the input gate terminal at VDD. Then IDS as a function of VDS can be
written as:

I
VDS
DS D

�
VDS=Rn linear

�
VDS < V N

dsat

�
K3 C K4 � VDS saturation

�
VDS � V N

dsat

�
:

Here, Rn is the linear region resistance, which is calculated using the IDS vs. VDS

lookup table for VDS values less than V N
dsat. Similarly, the constants K3 and K4 are

obtained by using the IDS vs. VDS lookup table, for VDS values greater than V N
dsat.

To determine the case that is applicable, it is first required to calculate the value
of VGM. This is done as follows.

2.3.4.1 Voltage Glitch Magnitude VGM

A radiation event can result in a voltage glitch with positive pulse width only if
I max

seu > I
VDD=2
DS , where I max

seu is the maximum value of radiation-induced current
pulse of (1.1). This condition is used to check whether a radiation event will result
in a voltage glitch of positive pulse width or not. The differential equation for the
radiation-induced voltage transient at the output of INV1 of Fig. 2.1a is given by:

C
dVa.t/

dt
C I

Va

DS D iseu.t/; (2.1)
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where C is the capacitance4 at node a. Equation (2.1) is accurate for values of Va

between 0 V and VDDCjVTPj. It is used to calculate VGM. Note that if the estimated
VGM from (2.1) is greater than VDD C 0:6V , then it is assumed that Case 1 applies.
In some instances, a Case 2 VGM value can be diagnosed as a Case 1 situation, which
results in a pessimistic pulse width estimate. The above equation can be integrated
with the initial condition Va.t/ D 0 at t D 0 to obtain Va.t/. For deep submicron
processes, Vdsat is much lower than VGS � VT due to short channel effects. For the
65 nm PTM [7] model card used in this work, Vdsat for both NMOS and PMOS
transistors is lower than VDD=2. Therefore, to obtain the VGM value, (2.1) is first
integrated from the initial condition using the linear region equation for I

Va

DS till
Va reaches V N

dsat value. Then, (2.1) is again integrated using the saturation region
equation for I

Va

DS to obtain the Va.t/ expression. The resulting expression for Va.t/

is used to calculate the value of VGM.
Integrating (2.1) using the linear region equation for I

Va

DS and with the initial
condition Va.t/ D 0 at t D 0 gives:

Va.t/ D In

C

 
e�t=�’

X
� e�t=�“

Y
� Ze�t=RnC

!
; (2.2)

where

X D 1

RnC
� 1

�’

; Y D 1

RnC
� 1

�“

; In D Q

�’ � �“

; Z D 1

X
� 1

Y
:

To obtain the time Tsat when Va.t/ reaches the V N
dsat value from (2.2), linearly

expand (2.2) around the initial guess T a
sat. The resulting expression for Tsat is:

Tsat D T a
sat C

V N
dsat � In

C

�
e�T a

sat=�’

X
� e�T a

sat=�“

Y
� Ze�T a

sat=RnC

�

In

C

�
� e�T a

sat=�’

�’X
C e�T a

sat=�“

�“Y
C Z

RnC
e�T a

sat=RnC
� : (2.3)

To obtain the initial guess T a
sat, approximate the rising part of the radiation-

induced current by a line between the origin and the point where iseu.t/ of (1.1)
reaches its maximum value I max

seu . The radiation-induced current iseu.t/ reaches I max
seu

at T max
seu . Then substitute this approximated radiation-induced current in the RHS of

(2.1) and integrate it from the initial condition Va.t/ D 0 at t D 0 to Va.t/ D V N
dsat

at t D T a
sat using the linear region equation for I

Va

DS . After this, solve for T a
sat by

4 The value of C is obtained by the addition of the capacitance of the output diffusion node of INV1
(CD), interconnect capacitance and the input capacitance of the gates driven by INV1 (n�CG). Here,
n is the fanout factor. Note that these capacitance values were obtained over the operating voltage
range.
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performing a quadratic expansion of the resulting equation around the origin. The
expression for T a

sat is:

T a
sat D

s
2V N

dsat � C � T max
seu

I max
seu

; (2.4)

where

T max
seu D �’�“

�’ � �“

log
�’

�“

and I max
seu D iseu.T

max
seu /:

So far the expression for Tsat is known, which is the time when Va.t/ reaches
V N

dsat, or the time when M1 enters the saturation mode. Now, again integrate (2.1)
with the initial condition Va.t/ D V N

dsat at t D Tsat, and using the saturation region
current equation for I

Va

DS . The resulting expression for Va.t/ is:

Va.t/ D In

C

 
e�t=�’

X 0 � e�t=�“

Y 0

!
� K3

K4

C Z0e�K4t=C (2.5)

where,

X 0 D K4

C
� 1

�’

; Y 0 D K4

C
� 1

�“

and

Z0 D V N
dsate

K4Tsat=C � In

C
eK4Tsat=C

 
e�Tsat=�’

X 0 � e�Tsat=�“

Y 0

!
C K3

K4

eK4Tsat=C :

To calculate the value of VGM, first differentiate (2.5) and then equate dVa.t/=dt

to zero and solve for TVGM (the time at which Va.t/ reaches its maximum value).
Since the equation dVa.t/=dt D 0 is also a transcendental equation, hence linearly
expand dVa.t/=dt D 0 around T max

seu and then solve for TVGM . The expression for
TVGM is:

TVGM D T max
seu C

e�T max
seu =�’

�’X 0

� e�T max
seu =�“

�“Y 0

C K4Z0

C
e�K4T max

seu =C

e�T max
seu =�’

�2
’X 0

� e�T max
seu =�“

�2
“

Y 0

C K2
4

Z0

C 2 e�K4T max
seu =C

: (2.6)

Now, calculate VGM by substituting TVGM obtained from (2.6) in to (2.5). Note
that by using this method, VGM can be evaluated to be greater than VDD C 0:6V ,
because the diode is not modeled in (2.1). Therefore, if VGM > VDD C 0:6V then
set VGM D VDD C 0:6V . Also note that the effect of the turning on of M2 is also
not included (when Va.t/ reaches a value above VDD C jVTPj). This is done to keep
the analysis simple. It was found that neglecting the contribution of M2’s current
minimally affect the accuracy of the proposed model. The value of VGM determines
the case which is applicable. If Case 4 applies, then the pulse width is 0 since the
radiation event does not affect the logic level of INV1. Otherwise, the times t1 and
t2 are computed to calculate the pulse width of the voltage glitch at node a.
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2.3.4.2 Derivation of the Expression for t1

As shown in the flowchart of the proposed model in Fig. 2.2, the method to compute
t1 is identical for cases 1, 2, or 3. To obtain the expression for t1, substitute t D t1
and Va.t1/ D VDD=2 in (2.5) and then solve for t1 after expanding (2.5) linearly
around the point ta

1 (which is an initial guess for t1). Here ta
1 D TsatVDD=.2V N

dsat/,
which is an estimate of t1, obtained by extrapolating along the line between (0,0)
and (Tsat,V N

dsat) The expression for t1 is therefore:

t1 D ta
1 C

e�ta
1

=�’

X 0

� e�ta
1

=�“

Y 0

C C
In

.Z0e�K4ta
1

=C � K3

K4
� VDD

2
/

e�ta
1

=�’

X 0�’
� e�ta

1
=�“

Y 0�“
C K4Z0

In
e�K4ta

1
=C

: (2.7)

Equation (2.7) gives the time at which the voltage at node a reaches VDD=2.
Note that the contribution of �“ is not ignored in the calculation of t1 (unlike [4,5]).

2.3.4.3 Derivation of the Expression for t2

The method for obtaining the value of t2 depends upon the value of VGM (i.e., the
case that is applicable). The derivation of the expression for t2, for the different
cases is as follows:

Case 1. Consider the voltage and current waveforms of the 1� inverter during
the radiation event as shown in Fig. 2.3. Figure 2.3 shows the voltage of node a, IDS

currents of M1 and M2, and the radiation-induced current pulse (iseu). As shown in
Fig. 2.3, when iseu.t/ becomes equal to the IDS of M1, then at that instant, the IDS of
M2 is approximately equal to 0 and the voltage at node a is VDD CjVTPj. This is an
important observation because this information will be used as the initial condition

Fig. 2.3 Voltage/current due
to a radiation particle strike at
node a of INV1 of Fig. 2.1a
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when integrating the INV1 output node voltage differential equation (2.1). Let iseu.t/

becomes equal to the IDS of M1 at time t3. Then Va.t3/ D VDDCjVTPj. To calculate
t3, ignore the contribution of the e�t=�“ term of iseu.t/. This is reasonable since �’

is usually 3–4 times of �“ and therefore e�t=�“ approaches 0 much faster than the
e�t=�’ term. Thus the value of e�t=�“ around t3 (which is greater than T max

seu ) will
be approximately equal to 0. The expression of t3 thus obtained by equating iseu.t/

(ignoring the e�t=�“ term) and I
VDDCjVTPj
DS is:

t3 D ��’ log
I

VDDCjVTPj
DS

In

: (2.8)

Now, the radiation-induced current after time t3 is modeled by a line, one of
whose end-points has a current value of I

avg
DS D 0:5�(I VDDCjVTPj

DS C I
VDD=2
DS ) at a

time value of t3. The other end-point has its current value as 0 at time t�. The
value of t� is obtained by equating the charge deposited by the actual radiation-
induced current iseu.t/ from time t3 to infinity and the charge deposited by linearized
radiation-induced current equation. Hence the expression for the radiation-induced
linear current model is:

im
seu.t/ D I

avg
DS .1 � t � t3

t� � t3
/ D K1 � K2t; (2.9)

where

t� D t3 C 2
In.�’e�t3=�’ � �“e�t3=�“/

I
avg
DS

:

Now substitute im
seu.t/ for iseu.t/ in (2.1), use the saturation region equation for

I
Va

DS and then integrate the resulting differential equation from time t3 to t2 (where
Va.t3/ D VDD C jVTPj and Va.t2/ D VDD=2). The resulting equation is solved for
t2 by performing a quadratic expansion around the t a1

2 point. The resulting expres-
sion for t2 is:

t2 D ta1
2 C �Q Cp

Q2 � 4PR

2P
; (2.10)

where

P D MK2
4e�K4ta1

2
=C

2C 2
; Q D K2

K4

� MK4e�K4ta1
2

=C

C
;

R D N C K2ta1
2

K4

C M e�K4ta1
2

=C ; N D VDD

2
� K1 � K3

K4

� K2C

K2
4

;

M D e�K4t3=C

�
�VDD � jVTPj C K1 � K3

K4

� t3K2

K4

C K2C

K2
4

�
:
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To obtain the value of ta1
2 , again integrate (2.1) but this time substitute I

Va

DS

by a constant current of value I
VDDCjVTPj
DS . The radiation-induced current is again

modeled by a line with one end-point having a current value of I
VDDCjVTPj
DS at a time

value of t3. The other end-point is again found by equating the charge deposited by
the actual radiation-induced current iseu.t/ from time t3 to infinity and the charge
deposited by linearized radiation-induced current equation. Equation (2.1) is inte-
grated from time t3 to ta1

2 . A closed form expression can be obtained for ta1
2 . The

resulting expression for ta1
2 is:

ta1
2 D t3 C

s
C .VDD=2 C jVTPj/ .t� � t3/

I
VDDCjVTPj
DS

: (2.11)

Case 2. In this case, both M1 and M2 conduct because the magnitude of the
voltage glitch is between VDD C jVTPj and VDD C 0:6V . Similar to Case 1, at
time t3, iseu.t/ becomes equal to I

VDDCjVTPj
DS and the voltage of node a is VDD C

jVTPj. The value of t3 is again obtained using (2.8). To obtain the expression for t2,
integrate (2.1) with the initial condition Va.t3/ D VDDCjVTPj, using the saturation
region current equation for the IDS of M1. The resulting equation of Va.t/ is:

Va.t/ D In

C

 
e�t=�’

X 0 � e�t=�“

Y 0

!
� K3

K4

C Z00e�K4t=C ; (2.12)

where

Z00 D .VDD C jVTPj/eK4t3=C � In

C
eK4t3=C

 
e�t3=�’

X 0 � e�t3=�“

Y 0

!
C K3

K4

eK4t3=C :

Now use (2.12) to compute t2. For this substitute t D t2 and Va.t2/ D VDD=2

in (2.12), expand it around the initial guess point ta2
2 and then solve for t2. Through

some simulations and analysis, it was observed that ta2
2 (the time when iseu.t/ falls

to I
VDD=2
DS after reaching I max

seu ) can be used as an initial guess for t2 since the node
voltage at that time is close to VDD=2. For finding an expression for ta2

2 , ignore the
contribution of the e�t=�“ term of iseu.t/. The expression for ta2

2 is:

ta2
2 D ��’ log

I
VDD=2
DS

In
: (2.13)

Now equate (2.12) to VDD/2, expand it around ta2
2 (from (2.13)) and then solve

it for t2. The resulting expression for t2 is:

t2 D ta2
2 C

e�ta2
2

=�’

X 0

� e�ta2
2

=�“

Y 0

C C
In

�
Z00e�K4ta2

2
=C � K3

K4
� VDD

2

�

e�ta2
2

=�’

X 0�’
� e

�ta2
2

=�“

Y 0�“
C K4Z00

In
e�K4ta2

2
=C

: (2.14)
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Case 3. In this case, only M1 of Fig. 2.1a conducts because the magnitude of the
glitch voltage is less than VDD C jVTPj. Therefore, the voltage of node a from (2.5)
can be used to compute t2. The initial guess for t2 is obtained in the same manner as
Case 2 using (2.13). Now equate (2.5) to VDD/2, expand it around ta2

2 (from (2.13))
and then solve it for t2. Hence the expression for t2 is:

t2 D ta2
2 C

e�ta2
2

=�’

X 0

� e�ta2
2

=�“

Y 0

C C
In

�
Z0e�K4ta2

2
=C � K3

K4
� VDD

2

�

e�ta2
2

=�’

X 0�’
� e�ta2

2
=�“

Y 0�“
C K4Z0

In
e�K4ta2

2
=C

: (2.15)

Using the values of t1 and t2 obtained in this section (for Cases 1–3), the pulse
width of the radiation-induced voltage glitch at node a can be calculated. Note
that �“ is not ignored in the calculation of t2 as well as t1. The contribution of the
e�t=�“ term of iseu.t/ was ignored only during the calculation of the initial guess
for t2.

2.4 Experimental Results

The accuracy of the model proposed in this chapter for determining the pulse width
of the radiation-induced voltage glitch was compared with SPICE [20]. The model
was implemented in perl and it is much faster than SPICE simulation. In particular,
for the results shown in this section, the SPICE simulations for the inverter with
input 1 (input 0) took 12.6 s (10.9 s) while the perl script generated the result for
input 1 as well as input 0 in 0.008 s. Thus, the proposed model is more than 1,000�
faster. Note that all experiments were conducted on a Linux-based 3.6 GHz Pentium
4 machine, with 3 GB of RAM.

A standard cell library LIB was implemented using a 65 nm PTM [7] model card
with VDD D 1V . The library contains INV, NAND, and NOR gates of different
sizes and different numbers of inputs. As mentioned in Sect. 2.3.3, all gates in LIB
were precharacterized. Specifically, look-up tables for the current through both the
pull-up and pull-down stacks, the input gate capacitance CG and the output node
diffusion capacitance CD (for all input combinations) were obtained for all the gates
in LIB. The method used to obtain the stack current as well as, CG and CD look-up
tables is explained in Sect. 2.3.3. For all experimental results reported in this section,
Q D 150 fC, �’ D 150 ps, and �“ D 50 ps. Similar results were obtained for the
other values of Q, �’, and �“.

The proposed model was applied to inverters of different sizes (with both possible
input values) for determining the pulse width of the voltage glitch induced by a
radiation particle strike. The circuit under consideration is similar to Fig. 2.1a, where
INV1 is driving either 1 or 3 inverters of the same size, and a radiation particle
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strike occurs at the output node of INV1. The results thus obtained from SPICE
and the model are reported in Table 2.1. In Table 2.1, Column 1 reports the number
of inverters (of the same size as INV1) present in the fanout of INV1. Column 2
reports the size of INV1 in terms of multiples of a minimum-sized inverter. Columns
3–9 report the results when the input of INV1 is at the logic value 1. Columns 3
and 4 report the values of times t1 and t2 obtained using SPICE. Column 5 reports
the pulse width (P W S) of the voltage glitch that results from the radiation particle
strike obtained from the SPICE. Columns 6–8 report the values of t1, t2 and the
pulse width (P W M) calculated by the proposed model. The percentage error of
the proposed model in the estimation of the pulse width, compared with SPICE, is
reported in Column 9. Columns 10–16 report the same results as Columns 3–9 but
for the input value of 0. As reported in Table 2.1, the proposed model estimates
the pulse width of the voltage glitch due to radiation events quite accurately. The
absolute average estimation error of the model is just 2.07% and 2.15% for the
INV1 input values 0 and 1.

To demonstrate the applicability of the model to multiple input gates, the model
was also applied to a 2-input NAND gates of different sizes (for all input combi-
nations). The 2-input NAND gate drive either 1 or 3 inverters of the same size as
the equivalent inverter of the NAND2 gate, and a radiation particle strike was as-
sumed to occur at the output node of the NAND2 gate. The results obtained from
SPICE and the model are reported in Table 2.2 for all possible input states. Note that
a ‘–’ entry in Table 2.2 means that a Case 4 situation was found (no glitch). From
Table 2.2, observe that the absolute average estimation error of the model is no
larger than 3.87%. For other input states, the inaccuracy of the model is even lower.
The slight inaccuracy of the proposed model is due to three reasons: (1) sometimes
the model wrongly diagnoses a Case 2 situation as a Case 1 as situation, as men-
tioned in Sect. 2.3.4.1; (2) the contribution of the capacitance of the internal node to
the output node diffusion capacitance CD in NAND2 was not accurately estimated;
and (3) the Miller feedback from the output node of the loading gates (like INV2
of Fig. 2.1) to the node where a radiation particle strike affects the pulse width of
the voltage glitch. In the proposed model, the effects due to this feedback were not
considered. To accurately estimate the contribution of the internal node capacitance
to the output node diffusion capacitance CD in NAND2, the approach of [19] can
be used to characterize NAND2 gates.

It can be concluded from Tables 2.1 and 2.2 that the proposed model for the
pulse width of the voltage glitch due to a radiation event is very accurate. The
worst case average estimation error for inverters and 2-input NAND gate is less than
4%. Compared with previous approaches [5, 4], the error of the proposed model is
much lower. Note that these previous approaches neglected the contribution of �“

of the radiation-induced current which leads to under-estimation of the pulse width
of the voltage glitch by 10%. Hence, the inaccuracy of these previous approaches
is high.
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2.5 Chapter Summary

With the increasing demand for reliable systems, it is necessary to design radiation
tolerant circuits efficiently. To achieve this, techniques are required to analyze the
effects of a radiation particle strike on a circuit and evaluate the circuit’s resilience
to such events. By doing this early in the design flow, significant design effort and
resources can be saved. In this chapter, an analytical model was presented for es-
timating the pulse width of the radiation-induced voltage glitch in combinational
circuits. The pulse width of the voltage glitch due to a radiation event is a good
measure of radiation robustness of a design. The proposed model efficiently and
accurately computes the pulse width of the radiation-induced voltage glitch for any
combinational gate. The proposed approach uses a piecewise linear transistor cur-
rent model and also considers the effect of the ion track establishment constant �“

of the radiation-induced current pulse, to improve the accuracy of the analysis. Ex-
perimental results demonstrate that the proposed model is very fast (�1;000 times
faster than SPICE) and accurate, with a very low pulse width estimation error of 4%
compared with SPICE. Thus, the proposed analytical model can therefore be easily
incorporated in a design flow to implement radiation tolerant circuits.
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Chapter 3
Analytical Determination of the
Radiation-induced Pulse Shape

3.1 Introduction

It was mentioned in last chapter that the circuit hardening approaches [1,2,3] often
employ selective gate upsizing to reduce the area and delay overhead of the result-
ing hardened design. These approaches protected only those gates in a circuit which
significantly contribute to the soft error failure rate of the circuit. Such gates in the
circuit are identified based on three masking factors: logical, electrical, and tempo-
ral masking [4, 1]. These masking factors were introduced in Sect. 1.1. All three
masking factors reduce the probability of failure due to radiation particle strikes in
a combinational circuit. Therefore, for efficient circuit hardening (with low area and
delay overheads), it is important to consider the effects of all three masking factors.

Of three masking factors, both logical and temporal masking can be computed
without the electrical simulations [4,1]. However, electrical masking of a gate G in
the circuit depends heavily upon the electrical properties of all the gates along any
sensitized path from the output of G to any primary output of the circuit. Therefore,
efficient and accurate models/simulators for SET events in combinational circuits
are required. These simulators should quickly estimate the shape of the voltage
glitch at the node where the radiation particle strikes, and then propagate the effect
of this voltage glitch to the primary outputs of the circuit. Another reason for the
need of the models/simulators for SET events is that when a voltage glitch propa-
gates through the circuit, the pulse width of the voltage glitch can increase, resulting
in pulse spreading [5]. With efficient simulators, it will be possible to accurately
obtain the glitch width at the primary output of the circuit. This is important for
system level circuit hardening approaches [6,7,8], which use information about the
radiation-induced voltage glitch at the primary output for soft error detection and
tolerance mechanisms.

In this chapter, an analytical model is presented, which efficiently estimates the
shape of the voltage pulse or glitch that results from a radiation particle strike. The
voltage glitch estimated by this analytical model can be propagated to the primary
outputs of the circuit using voltage glitch propagation tools such as [9, 10, 11]. The
properties of the voltage glitch (such as the magnitude, glitch shape, and width) at
the primary outputs can be used to evaluate the radiation robustness of the circuit.

R. Garg and S. P. Khatri, Analysis and Design of Resilient VLSI Circuits: Mitigating
Soft Errors and Process Variations, DOI 10.1007/978-1-4419-0931-2 3,
c� Springer Science+Business Media, LLC 2010
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On the basis of the result of this analysis, circuit hardening approaches can be im-
plemented to achieve the level of radiation tolerance required.

In the proposed approach for analytical determination of the shape of the
radiation-induced voltage glitch, a model for the load current I G

out.Vin; Vout/ of
the output terminal current of the gate G is used. Note that the load current model
of the gate is more accurate than the piecewise linear transistor IDS model used in
Chap. 2. Again, the model is applicable to any general combinational gate with dif-
ferent loading, and for arbitrary values of collected charge (Q). The effect of the ion
track establishment constant (�“) of the radiation particle induced current pulse is
also considered. Experimental results presented in Sect. 3.4 demonstrate that the
proposed model for the shape of the radiation-induced voltage glitch is fast and
accurate.

The rest of the chapter is organized as follows. Section 3.2 briefly discusses some
additional previous work (in addition to the previous work presented in Chap. 2) on
modeling of radiation-induced transients in combinational circuits. The model for
the shape of the radiation-induced voltage glitch developed in this monograph is
described in Sect. 3.3. Experimental results are presented in Sect. 3.4, followed by a
chapter summary in Sect. 3.5.

3.2 Related Previous Work

In addition to the previous work already discussed in Sect. 2.2, the authors of [12]
presented an iterative approach for soft error rate analysis of combinational circuits
(while accounting for electrical masking). As the approach of [12] estimates the
effects of a radiation particle strike iteratively, the speedup obtained over SPICE
simulations is not high.

A great deal of research has been conducted on circuit-level modeling and sim-
ulation for static timing analysis (STA) [13] and static noise analysis (SNA) [14].
These approaches can be extended to estimate the shape of the radiation-induced
voltage glitch in combinational circuits. However, the approaches for STA [13] and
SNA [14] are iterative, and hence sometimes require a large number of iterations
to converge. Thus, the speedup obtained by such iterative approach is not high (the
speedup of [13] is 3–70� and [14] is 20� compared with SPICE), and also varies
widely depending upon the simulation scenario. In contrast to these iterative ap-
proaches, the analytical approach presented in this chapter is at least 275� faster
compared with SPICE for estimating radiation-induced transients at the output of
an inverter.

In [11], the authors developed a general methodology to analyze crosstalk effects
in combinational circuits. The authors developed an analytical model for crosstalk
excitation. They also developed an analytical model for propagating voltage glitches
in combinational circuits. Note that their voltage glitch propagation tool can be used
to propagate the radiation-induced voltage glitch estimated by the analytical model
presented in this chapter.
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3.3 Proposed Analytical Model for the Shape
of Radiation-induced Voltage Glitch

Consider four identical inverters as shown in Fig. 3.1 (same as Fig. 2.1a, replicated
here for convenience). A radiation particle strike at the node a is modeled by the
injection of iseu.t/ (described by (1.1)) at node a. As described in Sect. 2.3.1, INV1
(as shown in Fig. 3.1) of different sizes operate quite differently during the radiation-
induced transient, and the maximum voltage glitch magnitude (VGM) determines the
behavior of their MOSFETs at different times during the transient. The analytical
model proposed in this chapter also classifies INV1 (of Fig. 3.1) to be operating in
one of four different cases during a radiation-induced transient. The classification is
performed in the same manner as described in Sect. 2.3.2. The four cases are briefly
described below for completeness.

� Case 1 – VGM � VDD C Vdiode: In this case, with the increasing voltage of node
a (Va), M1 starts conducting in the linear region and enters the saturation region
when the Va becomes more than V N

dsat. M2 starts conducting in the saturation
mode once Va crosses VDD C jVTPj. Eventually when Va reaches VDD C Vdiode,
the voltage between the source diffusion and the bulk terminal of the PMOS tran-
sistor M2 becomes � Vdiode. Therefore, the diode between these two terminals
gets forward biased and it starts conducting heavily. Thus Va gets clamped to a
value around VDD C Vdiode. Note that Vdiode D 0:6 V.

� Case 2 – VDD C jVTPj � VGM < VDD C Vdiode: In this case as well, both M1
and M2 conduct similar to Case 1. However, the diode between the diffusion and
the bulk terminals of M2 remains off.

� Case 3 – VDD=2 � VGM < VDD C jVTPj: Only M1 conducts in this case. M1
starts conducting in the linear region and when Va crosses V N

dsat, M1 enters the
saturation region. M2 remains off in this case.

IINV1
a ain(V  ,V )

INV4

INV3

INV2

INV1

M1

in

seu
i    (t)

a

M2

Fig. 3.1 Radiation-induced current injected at the output of inverter INV1
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� Case 4 – VGM < VDD=2: This case corresponds to a voltage glitch of magnitude
less than VDD=2 and hence the radiation event does not result in a logic flip at
the node.

The shape of the radiation-induced voltage glitch is computed differently for
different cases, because of the different behavior of M1 and M2 (Fig. 3.1) for these
cases (i.e., for Cases 1–3).

An overview of the proposed model is provided in Sect. 3.3.1. Then Sect. 3.3.2
provides details about the proposed method to determine the shape of the radiation-
induced voltage glitch.

3.3.1 Overview of the Proposed Model for Determining
the Pulse Shape of the Voltage Glitch

Similar to the model for the pulse width presented in Chap. 2, the analysis presented
in this chapter is also presented for an inverter with its input at VDD and its output at
GND. The radiation particle strike results in a positive voltage glitch at the output of
the gate. Note that the same analysis (and the same analytical model) for the shape
of the radiation-induced voltage glitch can be used for any type of gate (NAND,
NOR, etc.), with any logic values applied to its inputs. The handling of NAND,
NOR, etc. gates is achieved by constructing an equivalent inverter for the gate. The
size of this inverter depends on the given input values of the gate. The applicability
of the proposed model to different gates is verified by applying the proposed model
to a 2-input NAND gate (for all four input combinations) and 3-input NOR gate (for
all eight input combinations). These results are presented in Sect. 3.4. Note that for
multiple input gates, the radiation particle strike are not considered at intermediate
nodes of the gate, because the worst-case transient occurs when the particle strike
occurs at the output node of the gate. Therefore, the estimate of the voltage glitch at
the output node due to a particle strike at any intermediate node will not be useful for
circuit hardening. Hence, the analysis presented in this chapter is only for radiation
strikes at the output node of multi-input gates.

Figure 3.2a (shown at the top left portion of Fig. 3.2) schematically illustrates
a voltage glitch that results from a radiation strike at the output node a of INV1.
As shown in Fig. 3.2a, the node voltage rises and reaches V N

dsat at time T 1
sat, VDD=2

at time t1, VDD C jVTPj at time T 1
P (for Cases 1 and 2), and then after reaching

a maximum value of VGM, the node voltage falls to VDD C jVTPj at time T 2
P (for

Cases 1 and 2), VDD=2 at time t2 and finally to V N
dsat at the time T 2

sat. Hence the
shape of the voltage glitch of Fig. 3.2a is defined by the node a voltage equations
between the time intervals: (0, T 1

sat), f(T 1
sat, T 1

P ), (T 1
P , T 2

P ) and (T 2
P , T 2

sat)g for Cases
1 and 2 or (T 1

sat, T 2
sat) for Case 3, and (T 2

sat,1) for all cases. The goal of the proposed
approach is to compute the values of all the variables which form the end-points of
these time intervals, and also the node voltage equations of node a corresponding to
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v

Use Case 3 equations to
estimate the shape
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Determine the value of VGM

using gate current model for
Va � VDD C jVTP j
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No voltage
glitch

If
Case==3
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Case==2

Use Case 2 equations to
estimate the shape
of voltage glitch

Use Case 1 equations to
estimate the shape
of voltage glitch

Q, �˛ and �ˇ

Given a gate G, its input state,
the gates in the fanout of G and

Determine the value of VGM

using gate current model for

V N
dsat � Va < VDD C jVTP j

Fig. 3.2 Flowchart of the proposed model for the shape of the radiation-induced voltage glitch

these time durations. The proposed approach can also be used to compute t1 and t2
to obtain the width of the voltage glitch (which is t2 � t1).

All the gates in the library LIB (used in this work) were characterized using
the same approach as reported in [13]. For each gate (for all input combinations),
the load current of the gate (Iout.Vin; Vout/) was obtained as a function of its output
node voltage, and stored in a look-up table. The input gate capacitance CG (the
output node diffusion capacitance CD) was also obtained as a function of the input
(output) node voltage and stored in a look-up table. A step size of 0.1 V was used for
these look-up table entries. For example, for INV1 of Fig. 3.1, the current through
the output terminal a (Ia.Vin; Va/) was obtained for different Va voltage values at
a, when the input node in is at VDD and GND (Vin D VDD and Vin D GND).
Thus, the number of current look-up tables for any gate is equal to 2n (where n

is the number of inputs of a gate). Similarly, CD was also computed based on the
input state of the gate. Therefore, for an n-input gate, the total size of the look-up
tables for CG, CD and load current Iout is 23 � n, 17 � 2n and 17 � 2n, respectively.
This characterization step is performed once for each gate in a library and thus
it does not affect the runtime of the proposed model. Also, n is typically � 3, hence
these lookup tables are quite tractable in practice.

Figure 3.2b shows the flowchart of the algorithm used in the proposed model to
compute the shape of the voltage glitch. The input to the model is a gate G (the
radiation event is to be simulated at the output node of gate G), its input state, the
list of gates which are driven by G, and the values of Q, �’ and �“. The model first
computes VGM using the gate current model for V N

dsat < Va < VDDCjVTPj and then
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determines the case that is applicable. If VGM < VDD=2 (i.e., Case 4 applies), then
there is no voltage glitch reported. Otherwise if VDD=2 < VGM < VDD C jVTPj
then Case 3 applies and Case 3 equations are used to obtain the shape of the voltage
glitch. Otherwise VGM is again computed using the gate current model for Va >

VDD C jVTPj. Based on this new value of VGM, the operating case of gate G is
found (either Case 1 or Case 2) and then the corresponding equations are used to
compute the shape of the voltage glitch. The steps of the algorithm used by the
model are explained in the following subsections.

3.3.2 Derivation of the Model for Determining the Shape
of the Radiation-induced Voltage Glitch

As mentioned earlier, the analysis is presented for INV1 (Fig. 3.1) with its in-
put node in at VDD and the output node a at GND. A radiation particle strike
results in a positive voltage glitch at node a. To ensure that the model for ra-
diation events in combinational circuit elements is manageable, the load current
model I INV1

a .Vin; Va/ of INV1 was simplified. Note that in the following anal-
ysis I INV1

a .Va/ is used instead of I INV1
a .Vin; Va/, since the analysis is presented

for Vin D VDD. With the input terminal of INV1 at VDD, I IN V 1
a .Va/ can be

written as:

I INV1
a .Va/ D

8<
:

Va=Rn Va < V N
dsat

K3 C K4 Va V N
dsat � Va < VDD C jVTPj

K5 C K6 Va VDD C jVTPj � Va < VDD C 0:6V :

Here, Rn is the linear region resistance of M1 (since M2 is off in this region),
which is calculated using the I INV1

a .Va/ vs. Va lookup table for Va values less than
V N

dsat. The constants K3 and K4 are obtained by using a linear equation for the points
I INV1

a .Va/ vs. Va from the lookup table for Va values greater than V N
dsat and less than

VDD C jVTPj. When Va > VDD C jVTPj, I INV1
a .Va/ increases super-linearly with

Va because both M1 and M2 are ON. Thus, the constants K5 and K6 are obtained
by fitting a least square line to the points (Va, I INV1

a .Va/ ) from the lookup table, for
Va values greater than VDD C jVTP j and less than VDD C 0:6V .

To determine the applicable case, it is first required to find the value of VGM. The
method of finding VGM is described next.

3.3.2.1 Voltage Glitch Magnitude VGM

A radiation event can result in a voltage glitch of magnitude greater than VDD=2

flip only if I max
seu > I INV1

a .VDD=2/, where I max
seu is the maximum value of radiation-

induced current pulse (1.1). This is a necessary condition which is used to check
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whether a radiation event will result in a significantly large voltage glitch. The dif-
ferential equation for the radiation-induced voltage transient at the output of INV1
of Fig. 3.1 is given by:

C
dVa.t/

dt
C I INV1

a .Va/ D iseu.t/: (3.1)

where C is the capacitance1 at node a. The above equation can be integrated with
the initial condition Va.t/ D 0 at t D 0 to obtain Va.t/. For deep submicron pro-
cesses, Vdsat is much lower than VGS � VT due to short channel effects. For the
65 nm PTM [15] model card used in this work, Vdsat for both NMOS and PMOS
transistors is lower than VDD=2. Therefore, to obtain the VGM value, (3.1) is first
integrated from the initial condition and using I INV1

a D Va=Rn till Va reaches the
V N

dsat value. Then (3.1) is again integrated using I INV1
a .Va/ D K3 C K4 Va to obtain

the Va.t/ expression. Then, the maximum value VGM attained by this Va.t/ expres-
sion is obtained. If VGM < VDD C jVTPj and VGM � VDD

2
then INV1 is in Case 3.

Otherwise, INV1 operates in either Case 1 or Case 22 if VGM � VDD C jVTPj. The
methodology to decide between Cases 1 and 2 is explained later. Now integrating
(3.1) using I INV1

a .Va/ D Va=Rn and with the initial condition Va.t/ D 0 at t D 0,
the expression obtained for Va.t/ is:

Va.t/ D In

C

 
e�t=�’

X
� e�t=�“

Y
� Ze�t=RnC

!
; (3.2)

where

X D 1

RnC
� 1

�’

; Y D 1

RnC
� 1

�“

; In D Q

�’ � �“

&Z D 1

X
� 1

Y
:

To obtain the time T 1
sat when Va.t/ reaches the V N

dsat value from (3.2), linearly
expand (3.2) around the initial guess T 1a

sat . The expression for T 1
sat thus obtained is:

T 1
sat D T 1a

sat C
V N

dsat � In

C

�
e�T 1a

sat =�’

X
� e�T 1a

sat =�“

Y
� Ze�T 1a

sat =RnC

�

In

C

�
� e�T 1a

sat =�’

�’X
C e�T 1a

sat =�“

�“Y
C Z

RnC
e�T 1a

sat =RnC

� : (3.3)

To obtain the initial guess T 1a
sat , approximate the rising part of the radiation-

induced current by a line between the origin and the point where iseu.t/ of (1.1)
reaches its maximum value I max

seu . The radiation-induced current iseu.t/ reaches I max
seu

at T max
seu . Then substitute this approximated radiation current in the RHS of (3.1)

1 The value of C is obtained by the addition of the average value of n�CG, CD and the capacitance
of interconnect over the operating voltage range. Here, n is the fanout factor.
2 In Cases 1 and 2, both M1 and M2 conduct and hence the INV1 load current model K5 C K6 Va

is used to obtain accurate value of VGM. This new value of VGM is used to resolve between Cases
1 and 2.
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and integrate it from the initial condition Va.t/ D 0 at t D 0 to Va.t/ D V N
dsat at

t D T 1a
sat using I IN V 1

a .Va/ D Va=Rn. After this, solve for T 1a
sat by performing a

quadratic expansion of the resulting equation around the origin. The expression for
T 1a

sat is:

T 1a
sat D

s
2V N

dsat C T max
seu

I max
seu

; (3.4)

where

T max
seu D �’�“

�’ � �“

log
�’

�“

and I max
seu D iseu

�
T max

seu

�
:

So far T 1
sat (the time when Va.t/ reaches V N

dsat, or the time when M1 enters the
saturation mode) is known. Now, again integrate (3.1) with the initial condition
Va.t/ D V N

dsat at t D T 1
sat, and using I INV1

a .Va/ D K3 C K4 Va. The resulting
expression for Va.t/ is:

Va.t/ D In

C

 
e�t=�’

X 0 � e�t=�“

Y 0

!
� K3

K4

C Z0e�K4t=C (3.5)

where,

X 0 D K4

C
� 1

�’

; Y 0 D K4

C
� 1

�“

and

Z0 D V N
dsate

K4T 1
sat=C � In

C
eK4T 1

sat=C

 
e�T 1

sat=�’

X 0 � e�T 1
sat=�“

Y 0

!
C K3

K4

eK4T 1
sat=C :

To calculate the value of VGM, first differentiate (3.5) and equate dVa.t/=dt to
zero and solve for TVGM (the time at which Va.t/ reaches its maximum value). Since
the equation dVa.t/=dt D 0 is also a transcendental equation, hence linearly expand
dVa.t/=dt D 0 around T a

VGM
and then solve for TVGM . The expression obtained for

TVGM is:

TVGM D T a
VGM

C
e

�T a
VGM

=�’

�’X 0

� e
�T a

VGM
=�“

�“Y 0

C K4Z0

C
e�K4T a

VGM
=C

e
�T a

VGM
=�’

�2
’X 0

� e
�T a

VGM
=�“

�2
“

Y 0

C K2
4

Z0

C 2 e�K4T a
VGM

=C
: (3.6)

Now, calculate VGM by substituting TVGM obtained from (3.6), into (3.5). If
VGM < VDD=2 then Case 4 applies and the radiation event does not flip the logic
level of the affected node. If VDD=2 � VGM < VDD C jVTPj, then Case 3 is ap-
plicable. Otherwise, either Case 1 or Case 2 is applicable. Before describing the
methodology to decide between Case 1 and Case 2, the method to obtain the value
of T a

VGM
is first discussed.
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Note that the output node voltage of INV1 (i.e., Va.t/ of (3.5)) always attains
its maximum value after T max

seu (the time iseu.t/ of (1.1) reaches its maximum value
I max

seu ). Therefore, integrate (3.1) using a linear model (im
seu.t/) for the radiation-

induced current for time t > T max
seu and with the initial condition Va.t/ D V sm

a at
t D T max

seu (obtained from (3.5)). The radiation-induced linear current model im
seu.t/

has one of its end-points I max
seu at a time value of T max

seu . The other end-point has its
current value of 0, and its time value t� is obtained by equating the charge deposited
by the actual radiation-induced current iseu.t/ from time T max

seu to 1 and the charge
deposited by the linearized radiation-induced current equation. Hence the expres-
sion for the radiation-induced linear current model is:

im
seu.t/ D I max

seu

�
1 � t � T max

seu

t� � T max
seu

�
D P C M t: (3.7)

Now substitute im
seu.t/ for iseu.t/ in (3.1), use I INV1

a .Va/ D K3CK4 Va and then inte-
grate. After this, differentiate the resulting equation for Va.t/ and equate dVa.t/=dt

to zero and solve for T a
VGM

.
Deciding Between Case 1 and Case 2. Before deciding whether INV1 is operat-

ing in Case 1 or Case 2, it is first required to compute the time t1 when Va.t/ reaches
VDD=2. Then T 1

P (the time when Va.t/ reaches VDD C jVTP j) is computed using
t1. After this, integrate (3.1) using the initial condition Va.t/ D VDD C jVTPj at
t D T 1

P and I INV1
a .Va/ D K5 C K6 Va, to obtain the expression for Va.t/. Then

this expression of Va.t/ will be used to decide between Cases 1 and 2 using the
VGM value. As shown in the flowchart of the algorithm of the proposed approach
in Fig. 3.2, the method to compute t1 is identical for cases 1, 2, or 3. To obtain the
expression for t1, substitute t = t1 and Va.t1/ = VDD=2 in (3.5) and then solve for
t1 after expanding it linearly around the point ta

1 (which is an initial guess for t1).
Here ta

1 = T 1
satVDD=.2V N

dsat/. The expression for t1 is therefore:

t1 D ta
1 C

e
�ta

1
=�’

X 0

� e
�ta

1
=�“

Y 0

C C
In

�
Z0e�K4ta

1
=C � K3

K4
� VDD

2

�
e

�ta
1

=�’

X 0�’
� e

�ta
1

=�“

Y 0�“
C K4Z0

In
e�K4ta

1
=C

: (3.8)

Then compute the time t D T 1
P when Va.t/ reaches VDD C jVTPj, since the load

current model of INV1 changes at this time instant. To obtain T 1
P , repeat the same

steps followed for the derivation of the t1 expression with the condition Va.t/ D
VDD C jVTP j at t D T 1

P in (3.5), and with the initial guess T 1a
P D t1 C .VDD C

jVTP j � V N
dsat/=.VDD=2 � V N

dsat/. The expression for T 1
P is therefore similar to (3.8)

with ta
1 replaced by T 1a

P , t1 by T 1
P and VDD=2 by VDD C jVTPj.

Now integrate (3.1) with the initial condition Va.t/ D VDD C jVTPj at t D T 1
P ,

and using I INV1
a .Va/ D K5 C K6 Va. The resulting expression for Va.t/ is:

Va.t/ D In

C

 
e�t=�’

X 00 � e�t=�“

Y 00

!
� K5

K6

C Z00e�K6t=C ; (3.9)
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where

X 00 D K6

C
� 1

�’

; Y 00 D K6

C
� 1

�“

;

Z00 D V N
dsate

K6T 1
P

=C � In

C
eK6T 1

P
=C

 
e�T 1

P
=�’

X 00 � e�T 1
P

=�“

Y 00

!
C K5

K6

eK6T 1
P

=C :

To calculate the value of the maximum value of Va.t/ of (3.9) (i.e., VGM, the
maximum glitch magnitude for Case 1 or 2), repeat the same steps is followed while
calculating the maximum value of Va.t/ of (3.5). After obtaining the value of VGM,
it can be decided whether INV1 is operating in Case 1 or 2. Note that by using
this method, VGM can be evaluated to be greater than VDD C 0:6V , because the
diode is not modeled in (3.1). Therefore, if VGM > VDD C 0:6V then VGM is set to
VDD C 0:6V .

So far, the expression for VGM is known, which can be used to determine the
operating case of INV1. Also, expressions were derived for T 1

sat, t1, T 1
P and the

INV1 output node voltage equations for different time durations (3.2, 3.5, 3.9).

3.3.2.2 Derivation of the Expressions for Case 3

The derivation of the expressions for the shape of the voltage glitch in Case 3 is
as follows. First, derive the expression for t2 i.e., the time when Va.t/ falls to the
VDD=2 value. Note that in this case, only M1 of Fig. 3.1a conducts because the
magnitude of the glitch voltage is less than VDDCjVTPj. Therefore, (3.5) describes
the voltage of node a for all times t such that T 1

sat � t � T 2
sat. The expression for t2

can be obtained in similar manner as t1, with the substitution of t = t2 and Va.t2/ D
VDD=2 in (3.5) and with the initial guess point ta

2 . It was observed that the time

when iseu.t/ falls to I
VDD=2
DS after reaching I max

seu can be used as an initial guess (ta
2 )

for t2 since the node voltage at that time will be close to VDD=2. The contribution
of the e�t=�“ term of iseu.t/ was ignored when calculating ta

2 . This is reasonable
since �’ is usually 3–4 times of �“ and therefore e�t=�“ approaches 0 much faster
than the e�t=�’ term. Thus the value of e�t=�“ around ta

2 (which is greater than T max
seu )

will be approximately equal to 0. The expression for ta
2 is ��’ log I

VDD=2
DS =In.

Now, again substitute t D T 2
sat and Va.T 2

sat/ D V N
dsat in (3.5) and solve for T 2

sat in
a similar manner as solved for t1 (3.8) using the initial guess T 2a

sat . The expression
for T 2a

sat is t2 C V N
dsat � 0:5 � VDD=.dVa.t/=dt jtDt2/.

To obtain the node a voltage equation for t > T 2
sat, integrate (3.1) with the initial

condition Va.T 2
sat/ D V N

dsat and using I INV1
a .Va/ D Va=Rn. The expression thus

obtained is:

Va.t/ D In

C

 
e�t=�’

X
� e�t=�“

Y
� Ape.Tsat�t/=RnC

!
; (3.10)
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where

Ap D V N
dsat � In

C

 
e�T 2

sat=�’

X
� e�T 2

sat=�“

Y

!
:

Now the analytical expression of the radiation-induced voltage glitch for Case 3
is complete. The voltage glitch is described by a set of three equations (3.2, 3.5,
and 3.10), as summarized below:

Va.t/ D
8<
:

Equation .3.2/ t < T 1
sat

Equation .3.5/ T 1
sat � t � T 2

sat

Equation .3.10/ t > T 2
sat :

3.3.2.3 Derivation of the Expressions for Case 2

In this case, the magnitude of the voltage glitch VGM is between VDDCjVTPj and
VDDC0:6V . Therefore, both M1 and M2 of INV1 conduct for a time t such that
T 1

P � t � T 2
P . Hence node a’s voltage is described by (3.9) (this equation was used

to calculate the VGM value for Cases 1 and 2). To obtain the value of T 2
P , substitute

Va.T 2
P / D VDD C jVTPj for t D T 2

P in (3.9) and then solve for T 2
P by using T 2a

P as
the initial guess. The resulting expression for T 2

P is:

T 2
P DT 2a

P C
e�T 2a

P
=�’

X 00

� e�T 2a
P

=�“

Y 00

C C
In

�
Z00e�K6T 2a

P
=C � K5

K6
�.VDD C jVTPj/

�

e�T 2a
P

=�’

X 00�’
� e�T 2a

P
=�“

Y 00�“
C K6Z00

In
e�K6T 2a

P
=C

:

(3.11)

The value of T 2a
P is obtained using the following observation. When iseu.t/ be-

comes equal to the drain to source current (IDS) of M1 of Fig. 3.1a, then at that
instant, the IDS of M2 is approximately equal to 0 and the voltage at node a is VDD
CjVTPj. Thus, the value of T 2a

P is obtained by solving I INV1
a .VDD C jVTP j/ D

iseu.T
2a
P / (since at this instant IDS of M2 is zero therefore IDS of M1 is equal to

I INV1
a .VDD C jVTPj/). In this derivation, the contribution of the e�t=�“ term of

iseu.t/ is ignored for the reason explained in Sect. 3.3.2.2. The expression for T 2a
P is

��’ log .I INV1
a .VDD C jVTPj/=In/.

Now calculate the voltage equation of node a for time duration T 2
P � t � T 2

sat.
For this, integrate (3.1) with the initial condition Va.t/ D VDD C jVTPj at t D
T 2

P , and using I INV1
a .Va/ D K3 C K4 Va. The resulting expression for Va.t/ thus

obtained is:

Va.t/ D In

C

 
e�t=�’

X 0 � e�t=�“

Y 0

!
� K3

K4

C Z�e�K4t=C ; (3.12)
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where

Z�D.VDD C jVTPj/eK4T 1
sat=C �In

C
eK4T 2

P
=C

 
e�T 2

P
=�’

X 0 �e�T 2
P

=�“

Y 0

!
CK3

K4

eK4T 2
P

=C :

Using (3.12), the values of t2 and T 2
sat can be obtained for Case 2 in the same

manner as t2 and T 2
sat were derived for Case 3. After finding the values for t2 and

T 2
sat, the voltage equation of node a, for t > T 2

sat is same as (3.10) (with the values
of t2 and T 2

sat calculated for this case). Now all variables for this case have been
derived. The equation for the radiation-induced voltage glitch at node a is as shown
below:

Va.t/ D

8̂
ˆ̂̂̂
<
ˆ̂̂̂
:̂

Equation .3.2/ t < T 1
sat

Equation .3.5/ T 1
sat � t < T 1

P

Equation .3.9/ T 1
P � t < T 2

P

Equation .3.12/ T 2
P � t � T 2

sat

Equation .3.10/ t > T 2
sat:

3.3.2.4 Derivation of the Expressions for Case 1

In this case, both M1 and M2 of Fig. 3.1a conduct, similar to Case 2. However,
when the voltage at node a reaches a value VDD C 0:6V , the diffusion diode be-
tween node a and the bulk terminal of M2 gets forward biased and starts conducting
heavily. Thus Va.t/ gets clamped to a value around VDD C 0:6V . Therefore, all
expressions derived for Case 2 are also applicable to this case, with a slight mod-
ification to incorporate the effect of the diode clamping action. In this case, when
(3.9) computes a value greater than VDD C 0:6V for any time t then the voltage of
node a is set to VDD C 0:6V . Thus, the resulting equations for the voltage glitch
for this case are:

Va.t/ D

8̂
ˆ̂̂̂
<
ˆ̂̂̂
:̂

Equation .3.2/ t < T 1
sat

Equation .3.5/ T 1
sat � t < T 1

P

min.Equation .3.9/; VDD C 0:6V / T 1
P � t < T 2

P

Equation .3.12/ T 2
P � t � T 2

sat

Equation .3.10/ t > T 2
sat

The equations for the radiation-induced voltage glitch derived in this Section (for
Cases 1–3) determine the shape of the glitch. Note that �“ was not ignored in the
derivation of the voltage glitch equations and in the calculation of all time variables
of the proposed model such as T 1

sat, t1, T 1
P , etc. Sometimes, the contribution of the

e�t=�“ term of iseu.t/ was ignored, but this was done only during the calculation of
the initial guess for these time variables.



3.4 Experimental Results 53

3.4 Experimental Results

The accuracy of the proposed model for determining the shape of the radiation-
induced voltage glitch was compared with SPICE [16]. The proposed model was
implemented in perl and was determined to be 275� faster than SPICE for the
estimation of the radiation-induced voltage glitch at the output of an inverter. For
other gates such as NAND, NOR, etc., SPICE takes more time to simulate a ra-
diation particle strike, because of the larger number of transistors in these gates,
compared with an inverter. However, the runtime of the proposed approach does not
change significantly with different gate types, because of the utilization of a load
current model for all gates. Therefore, the speedup of the model proposed in this
chapter, compared with SPICE simulation, will be higher for NAND, NOR, and
complex gates 3.

A standard cell library LIB was implemented using a 65 nm PTM [15] model,
card with VDD D 1V . The library LIB contains INV, NAND, and NOR gates of
five different sizes (1� to 5�) with different numbers of inputs. As mentioned in
Sect. 3.3.1, the look-up tables for the load current model of the gate, the input gate
capacitance CG and the output node diffusion capacitance CD (for all input combina-
tions) were obtained for all the gates in LIB. The method to obtain the load current,
and the CG and CD look-up tables was explained in Sect. 3.3.1.

To validate the applicability of the proposed model to different types of gates,
radiation particle strikes were simulated at the output of INVs, 2-input NANDs, and
3-input NORs, using the proposed model. For each gate type, five different sizes
(1� to 5�) were considered, with all possible input states. The applicability of the
model to different scenarios was also validated by loading the gates with different
loads, and by varying the values Q, �’ and �“. All gates were loaded with 1 and
3 inverters of the same size as the equivalent inverter of G. The radiation particle
strikes were simulated corresponding to Q D 150 fC, �’ D 150 ps, and �“ D 50 ps
and Q D 100 fC, �’ D 200 ps, and �“ D 50 ps.

The radiation-induced voltage glitches obtained using the proposed model and
SPICE are shown in Fig. 3.3 for the INV, NAND2, and NOR3 gates, with different
scenarios (as mentioned in the figure). Figure 3.3 also reports the operating case
for the gate along with the gate size and the input state. From Fig. 3.3, observe that
the voltage glitch waveforms obtained using the proposed model match very closely
with the voltage glitch obtained from SPICE. Note that INV, NAND2, and NOR3 of
different sizes with all possible input states and with different radiation-induced
current pulses were simulated. However, for brevity only a few representative
waveforms are shown in Fig. 3.3. The waveforms shown in Fig. 3.3 were cho-
sen to demonstrate the applicability of the proposed model to different scenarios.
Figure 3.3b corresponds to a Case 3 scenario in which a 4� INV has its input at
GND value and is driving 3–4� INVs. In this case, the voltage glitch predicted by
the model deviates from SPICE when the affected node voltage drops to 0.2 V. This

3 For a 2-input NAND gate, the proposed model is 330� faster than SPICE simulations.
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Fig. 3.3 Radiation-induced voltage glitches obtained using the proposed model and SPICE for
different gates

is due to the Miller feedback from the switching of the output of the loading in-
verters (3–4� INVs) to the node affected by the radiation strike. The effect of the
Miller feedback is more dominant for the gates operating in Case 3, than for Case
1 and 2. This is because in Case 3, the effect of a radiation particle strike is lower
than in Case 1 or 2, and hence the Miller feedback has a significant impact on the
voltage glitch. Slight mismatches can also be observed in some of the voltage glitch
waveforms of Fig. 3.3. This is due to the modeling error, which is introduced by gate
characterization (which is performed with a voltage step of 0.1 V).



3.4 Experimental Results 55

Table 3.1 RMSP error of the proposed model for 3� gates and Q D 150 fC, �’ D 150 ps,
and �“ D 50 ps

Input state

Load Gate 0 1 2 3 4 5 6 7 Avg. RMSP err.

1 INV 2.86 2.62 2.74
1 NAND2 3.75 3.05 3.3 4.0 3.52
1 NOR3 3.45 2.43 7.06 3.65 10.85 5.38 7.40 8.76 6.12
3 INV 3.46 4.94 4.2
3 NAND2 3.72 3.36 3.57 5.89 4.13
3 NOR3 3.29 4.24 5.13 4.51 9.40 5.72 5.64 10.41 6.04
AVG 5.06

The performance of the model was quantified by calculating the root-mean-
square-percentage (rmsp) error of the voltage glitches obtained using the model,
compared with the glitch waveforms obtained using SPICE. Note that the rmsp
error was used to compare the accuracy of the proposed model with SPICE be-
cause the goal of the proposed model is to accurately estimate the radiation-induced
voltages transient waveform (voltage glitch). This voltage glitch then can be prop-
agated to the primary outputs of the circuit using voltage glitch propagation tools
such as [9, 10, 11] to evaluate the radiation robustness of the circuit. The rmsp er-
ror was computed over a time period for which the affected node voltage value is
greater (lesser) than VTN (VDD � jVTPj) for a positive (negative) glitch. Table 3.1
reports the rmsp error of the model for 3� gates and with a radiation particle strike
with Q D 150 fC, �’ D 150 ps, and �“ D 50 ps, for all possible input states. Col-
umn 1 reports the number of inverters driven by the gate reported in Column 2. Note
that the loading inverters are of the same size as the equivalent inverter of the corre-
sponding gate. Columns 3–10 report the rmsp error of the voltage glitch estimated
by the model, compared with SPICE, for all possible input states. Column 11 re-
ports the average rmsp error for a 3� gate, averaged over its all possible states. A
blank entry in Table 3.1 indicates that the input state of the corresponding column is
not applicable to the corresponding gate. Observe from Table 3.1 that the proposed
model is able to predict the radiation-induced voltage glitch for 3� gates with a
very small rmsp error of 5.06% (as reported by the last row of Table 3.1) averaged
over all gates for all input states. Similar results were obtained for Q D 100 fC,
�’ D 200 ps and �“ D 50 ps.

Table 3.2 reports the rmsp error of the proposed model, for different gate sizes
(from 1� to 5�) with Q D 150f C , �˛ D 150 ps and �“ D 50 ps, averaged
over all possible input states for the gate. Table 3.2 shows that the proposed model
to estimate the shape of the radiation-induced voltage glitch is very accurate and
the average rmsp error is 4.45% averaged over all simulated scenarios (different
gate types, gate loading, and gate sizes). Also, the proposed approach is at least
275� faster than SPICE simulations. Note that the best known previous analytical
approach to predict the radiation-induced voltage glitch is reported in [17] to be just
100� faster than SPICE. Also in [17], the authors report that their approach some-
times yields a 15% error in the radiation-induced glitch, compared with SPICE.
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Table 3.2 RMSP error of the proposed model for different gates sizes
and Q D 150 fC, �’ D 150 ps, and �“ D 50 ps

Gate Size

Load Gate 1� 2� 3� 4� 5� Avg. RMSP err.

1 INV 2.72 2.66 2.74 3.08 3.49 2.94
1 NAND2 3.45 3.27 3.52 3.93 3.80 3.6
1 NOR3 4.43 4.76 6.04 6.96 6.02 5.64
3 INV 3.66 3.95 4.20 4.61 5.15 4.3
3 NAND2 3.81 3.83 4.14 4.69 4.53 4.2
3 NOR3 4.77 4.99 6.12 6.98 7.12 6.00
AVG 4.45

Fig. 3.4 Radiation-induced
voltage glitch at 2X-INV1
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Moreover, the authors ignore the effect of the ion track establishment constant (�“),
by setting it to zero for both their model as well as for their SPICE simulations. To
evaluate the impact of ignoring �“ on the radiation-induced voltage glitch, radiation
particle strikes were simulated in SPICE (with and without the inclusion of �“) at the
output of inverters of different sizes (1� - 5�). These simulations were performed
for two different radiation strike parameter values (Q D 150 fC, �˛ D 150 ps, and
�“ D 50 ps), as well as (Q D 100 fC, �˛ D 200 ps and �“ D 50 ps) and for different
loads on the inverters. For Q D 150 fC, �’ D 150 ps, and �“ D 50 ps (Q D 100 fC,
�’ D 200 ps, and �“ D 50 ps), it was found that ignoring �“ results in an underesti-
mation of the pulse width of the voltage glitch by 10% (8%). The voltage waveforms
at the output of a 2� inverter under a radiation particle strike with and without the
inclusion of the �“ term (for Q D 150fC, �˛ D 150 ps, and �“ D 50 ps) are shown in
Fig. 3.4. The rmsp error of the voltage glitch without �“ (shown in Fig. 3.4) is 40%,
which is much higher than the error of the proposed approach. Thus, for an accurate
analysis, it is crucial to include the contribution of �“. As mentioned earlier, the au-
thors of [17] ignore �“ and therefore, the error of their approach can be much higher
than reported in [17], when compared with the shape of the radiation-induced volt-
age glitch obtained while considering the contributions of �“. The analytical model
presented in this chapter is the first to model the effect of both �’ and �“, for the
estimation of the shape of the radiation-induced voltage glitch. Thus, the proposed
approach is more accurate than the best known previous approach [17].
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3.5 Chapter Summary

In this chapter, an analytical model for the determination of the shape of
radiation-induced voltage glitches in combinational circuits was presented. The
radiation-induced voltage glitch at an internal node of a circuit can be propagated
to the primary outputs of the circuit (using existing tools [9, 10, 11]) to account
for the effects of electrical masking. This enables an accurate and quick evaluation
of the radiation robustness of a circuit. Experimental results demonstrate that the
proposed model is very accurate, with a very low root mean square percentage error
in the estimation of the shape of the voltage glitch (of 4.5%) compared with SPICE.
The model presented in this chapter gains its accuracy by using a piecewise-linear
model for the load current of the gate, and by considering the effect of �“ of the
radiation-induced current pulse. The analytical model is very fast (275� faster than
SPICE) and accurate, and can therefore be easily incorporated in a design flow to
implement radiation tolerant circuits. The next chapter presents a model for the
dynamic stability of a SRAM cell during a radiation particle strike.
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Chapter 4
Modeling Dynamic Stability of SRAMs
in the Presence of Radiation Particle Strikes

4.1 Introduction

Static random access memories (SRAMs) are an integral part of modern
microprocessors and systems-on-chips (SoCs). Typically, SRAMs occupy more
than half of the total chip area [1]. Hence from an economic viewpoint, SRAM
yield is very important. In the deep submicron era, the IC supply voltage is often
scaled to reduce power consumption [2, 3, 4]. At the same time, noise effects in
VLSI designs are increasing [5]. Although voltage scaling reduces the dynamic
energy consumption of the IC quadratically, it also reduces the noise tolerance of
SRAM cells [3]. Thus SRAM stability analysis has become an essential design task
required to improve the yield of processors and SoCs.

Traditionally, static stability analysis was performed for memory designs in
nanometer scale technologies. The static noise margin (SNM) [1] is one such metric
traditionally used for static SRAM stability analysis. SNM is the maximum ampli-
tude of the voltage deviation on an input node that can be tolerated, without causing
a change in the memory state. SNM is obtained by injecting static noise of constant
amplitude (for an infinite duration). However, transient noise will typically not be
present for a long duration. Also it is possible that a noise of a larger amplitude may
lead to a temporary disturbance in the SRAM, but not affect the SRAM state at all.
Both the amplitude and the duration of a noise event together determine whether
the SRAM state will flip or not. However, SNM-based stability analysis fails to cap-
ture the time-dependent properties of specific noise events. Hence, the use of SNM
to analyze the stability of an SRAM cell (during the design phase) unnecessarily
reduces design options, leading to overdesign.

To capture the effects of spectral and time-dependent properties of a noise sig-
nal on an SRAM cell, dynamic or time-dependent stability analysis needs to be
performed. Dynamic noise margin (DNM) is one such metric for time-dependent
stability analysis, which results in a more realistic SRAM noise analysis. However,
most of the dynamic stability analysis methods proposed so far involve transistor
and device level simulations, which are quite complex and time-consuming in na-
ture [6, 7]. Recently, a model for dynamic stability of SRAMs was reported in [4].
However, this model assumes a rectangular noise signal, which is typically not
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realistic for practical noise sources. This thus results in a large error compared with
SPICE simulations. Therefore, there is a need to develop simple and accurate mod-
els for the dynamic stability of SRAMs, which capture the time-dependent nature
of the radiation-induced noise signal more closely.

As described in Chap. 1, with technology scaling, radiation particle strikes con-
tinue to be problematic for SRAMs. Whether a radiation particle strike (or any other
transient noise event) results in the state of SRAM cell being flipped or not depends
upon both the amount of charge dumped, as well as the time constants associated
with the radiation particle strike. In addition to this, the electric and geometric pa-
rameters of an SRAM cell also play an important role in determining whether the
SRAM state flips. If the amount of charge dumped by a radiation strike is not suf-
ficient, then the strike will only cause a temporary disturbance and will not result
in a state flip. Hence, it is important to develop a compact and accurate model for
SRAM cell stability in the presence of radiation particle strikes. Such a model would
be very useful to an SRAM designer, allowing them to quickly and accurately eval-
uate the radiation tolerance of their SRAM cell and make it more reliable. The work
presented in this chapter develops a model for the dynamic stability of a 6-T SRAM
cell in a holding state, in the presence of radiation events. The model proposed in
this chapter can predict the effect of radiation particle strikes quite accurately, and
the average error in the estimation of the critical charge of the proposed model is just
4.6% when compared with that of SPICE simulation. The extension of this work to
evaluate the dynamic stability of SRAM during other modes (read mode or write
mode) of the SRAM cells is straightforward.

The rest of the chapter is organized as follows. Section 4.2 briefly discusses some
previous work on modeling the static and dynamic noise margin of SRAMs. In
Sect. 4.3, the proposed model for the dynamic stability of an SRAM cell in the
presence of a radiation event is described. Experimental results are presented in
Sect. 4.4, followed by a chapter summary in Sect. 4.5.

4.2 Related Previous Work

The stability analysis of an SRAM cell has been a topic of great interest for more
than a couple of decades, because of its importance in obtaining high yields for mi-
croprocessor and SoC designs. A rich and well-developed theory exists for static
stability analysis of an SRAM cell [8, 9, 1]. In [9], the authors proved the formal
equivalence of four different criterion for worst-case static noise margin. In [1],
explicit analytical expressions were presented for the static-noise margin (SNM) as
a function of device parameters and supply voltage. Several studies have also been
performed to evaluate the effects of process variations on SRAM cell stability, using
the SNM [10, 11]. Although a lot of work has been done in static stability analy-
sis, not much work has been reported on the dynamic stability analysis of SRAM
cells. Most of the previous work on evaluating the effect of radiation particle strikes
(or transient noise) on SRAM stability have used either device level or transistor
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level simulations [6, 7]. Thus, these methods are time consuming and cumbersome
to apply. Recently, in [4], an analytical model for SRAM dynamic stability was
presented, for a noise signal consisting of a rectangular current pulse. The authors
used nonlinear system theory to derive the equation for the minimum duration of
the noise current, which results in the flipping of the SRAM cell state, given the am-
plitude of the noise current. The authors also attempted to apply their approach to
perform transient noise analysis in the presence of radiation particle strikes, but the
error of their approach is quite large (11%) compared with SPICE. Also they used
a single exponential noise current to model radiation strikes. However, the current
due to a radiation particle strike is modeled more accurately by a double exponen-
tial [6, 7, 12, 13, 14] current pulse (1.1). In contrast, the model presented in this
chapter utilizes a double exponential current pulse (1.1) to model a radiation parti-
cle strike, and it is able to predict whether a radiation event will result in a state flip
in a 6T-SRAM cell with greater accuracy.

4.3 Proposed Model for the Dynamic Stability of SRAMs
in the Presence of Radiation Particle Strikes

In this chapter, a model for the dynamic stability of a 6-T SRAM cell in the
presence of a radiation event is presented. Since radiation strikes are random events,
when such an event occurs, an SRAM cell will most likely be in a holding state.
Thus, the proposed model is presented only for the holding state. However, the
extension of the approach presented in this chapter to other states of the SRAM is
straightforward.

The approach proposed in this chapter to model the dynamic stability of an
SRAM is inspired by the nonlinear system theory based formulation presented
in [4]. For brevity, a limited description of the theoretical concepts used in the
approach of [4] is provided. Figure 4.1 shows the schematic of a 6-T SRAM cell
(note that the access transistors are not shown) with the radiation-induced current
(iseu.t/) being injected into node n2. The total capacitance seen at node n1 (and n2)
is modeled by a capacitor of value C , connected between n1 (and n2) and ground.
The state of the SRAM cell shown in Fig. 4.1 is described by a pair of node voltages
(Vn1; Vn2). From the voltage transfer characteristics (VTC) of Inverter 1 and Inverter
2, the equilibrium points of the SRAM cell are (VDD,GND), (GND,VDD), and
(VDD/2,VDD/2). Out of these equilibrium points, (VDD,GND) and (GND,VDD)
are the stable equilibria whereas (VDD/2,VDD/2) is a metastable equilibrium. The
two VTCs (drawn on the same plot) of the inverters in the SRAM cell also form
the state space for the SRAM cell system. In the state space of the SRAM cell, the
region of attraction for the (VDD,GND) equilibrium point is the region described
by Vn1 > Vn2. This means that if the node voltages of the SRAM cell satisfy the
condition Vn1 > Vn2, then under no external input, the state of SRAM will reach the
(VDD,GND) equilibrium point. Similarly, Vn1 < Vn2 is the region of attraction for
the (GND,VDD) state. The metastable equilibrium point represents the condition
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iseu.t/

n2n1

Fig. 4.1 SRAM cell with noise current (access transistors are not shown)

Vn1 D Vn2. Therefore, when a SRAM cell is in the metastable state, a small amount
of noise at the node n1 or n2 will drive the state of the SRAM cell to either one
of the stable equilibrium points. Thus, a radiation particle strike can flip the SRAM
cell state if the radiation-induced current can change the state of the SRAM cell
from a stable equilibrium point to the region of attraction of the other stable equilib-
rium point, or to the metastable point. This criterion is used to evaluate the dynamic
stability of the SRAM.

An SRAM cell is a nonlinear system [4] due to the presence of a back-to-back
inverter connection. It is very often the case that mathematical tools are unable to
analytically solve such nonlinear system equations. Therefore, to ensure that the
SRAM dynamic stability model is manageable, a simple linear gate model [15]
is used for the inverters. This model assumes that at any given time, either the
NMOS or the PMOS device conducts (i.e., the short circuit current of an inverter
is negligible). Let the input and output voltages of the inverter be Vin and Vout. Then
the driving current (current flowing through the output node) of an inverter can be
written as

Iinv.Vin; Vout/ D
8<
:

0 cutoff
Vout=R linear
gm.Vin � VT/ saturation

Here, gm, R and VT represent the transconductance, linear-region resistance, and
threshold voltage of the transistor of the inverter depending (PMOS or NMOS)
which is conducting.

Without loss of generality, the analysis presented in this chapter assumes that
initially Vin D Vn1 D VDD and Vout D Vn2 D GND. Therefore, the SRAM cell is
in the (VDD, GND) state before the noise current is injected. The same analysis can
also be applied when the initial SRAM state is (GND, VDD). Consider the SRAM
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Fig. 4.2 SRAM node voltages for the noise injected at node n2

cell of Fig. 4.1. If a sufficiently large noise current is injected into node n2, then the
SRAM node voltages Vn1 and Vn2 change, as shown in Fig. 4.2. Note that Fig. 4.2 is
provided for the purpose of explanation only. In practice, the temporal trajectory of
Vn1 and Vn2 may be different from what is shown in Fig. 4.2, and depends heavily
on the value of Q. The goal of the model proposed in this chapter is to test whether
a SRAM cell will indeed encounter a state flip, for a given value of Q. Initially,
Vn2 increases. However, Vn1 remains almost at VDD. Then after the node voltage
Vn2 crosses Vdsat (the saturation voltage of NMOS transistor), Vn1 starts decreasing
rapidly. The first phase where Vn2 is increasing and Vn1 is constant is referred to
as the weak coupling mode (WCM), since the change in Vn2 does not affect Vn1.
The second phase, where both Vn1 and Vn2 change, is called strong feedback mode
(SFM).

Figure 4.3 shows the flowchart of the proposed model, for determining whether
a radiation particle strike results in the state of the SRAM cell to flip. The SRAM
cell starts in WCM mode when the noise current is injected into node n2. If the
noise current is sufficiently large, then the SRAM will enter SFM. Otherwise, the
SRAM continues to stay in WCM and therefore the SRAM state does not change.
After the SRAM cell enters SFM, if the noise current is large enough, then Vn1

can become greater than or equal to Vn2, resulting in a state flip or an SEU. Oth-
erwise, the SRAM cell does not flip and it returns to its initial state (VDD,GND).
The steps of the proposed model are explained in detail in the following
subsections.

4.3.1 Weak Coupling Mode Analysis

In weak coupling mode, M2 is in the linear region while M4 is in cutoff. M4 is
assumed to remain in cutoff during this mode if the threshold voltage of the NMOS
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Fig. 4.3 Flowchart of the proposed model for SRAM cell stability

transistor (VTN) does not differ much from Vdsat. This is true for deep submicron
technologies (due to short channel effects). As mentioned earlier, the node voltage
Vn1 remains almost at VDD in weak coupling mode. The equations governing the
temporal behavior of the SRAM cell of Fig. 4.1 are as follows:

dVn2.t/=dt D �Vn2.t/=RnC C iseu.t/=C; (4.1)

Vn1.t/ D VDD: (4.2)

Here, iseu.t/ represents the radiation-induced current, as described by (1.1). Rn

is the linear-region resistance of the NMOS transistor and C is the total capacitance
seen at node n1 (and n2). For a given radiation-induced current pulse, it is required
to determine first whether the SRAM cell will enter the strong feedback mode or not.
To do this, the minimum value of charge (Qwc) required to take an SRAM cell to
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SFM for the given values of time constants (�’ and �“) is computed. To simplify
the expression for Qwc, the e�t=�“ term in the noise current of (1.1) is ignored. Note
that e�t=�“ is ignored only to determine whether the SRAM cell enters SFM or not.
Also, ignoring e�t=�“ results in a pessimistic analysis. Therefore, this assumption
results in a lower bounded value of Qwc being computed, and hence does not lead to
any error in predicting the SRAM state flip. Integrating (4.1) with initial condition
t D 0; Vn2 D 0 to obtain:

Vn2.t/ D Q

C.�’ � �“/X
.e�t=�’ � e�t=RnC /; (4.3)

where

X D 1

RnC
� 1

�’

:

Now, differentiate (4.3) and equate dVn2.t/=dt to zero, to calculate the time
tVn2M

at which Vn2.t/ reaches its maximum value. If Vn2.tVn2M
/ � Vdsat, then the

cell enters SFM. Substitute the expression for tVn2M
for the value of t and Vn2 by

Vdsat in (4.3) to obtain the expression for Qwc as shown below.

Qwc D CX.�’ � �“/
Vdsate

tVn2M
=RnC

etVn2M
X � 1

; (4.4)

where

tVn2M
D 1

X
ln

�
�’

RnC

�
:

If the charge dumped (Q) by a radiation event is greater than Qwc then the SRAM
cell will enter SFM, otherwise it stays in WCM. If the SRAM enters SFM, then the
state of SRAM cell can flip. To determine whether it indeed flips, it is required to
calculate the time (Tw) at which the SRAM cell enters SFM. Again, consider (4.1),
integrate it using iseu.t/ from (1.1). The resulting equation for Vn2.t/ is:

Vn2.t/ D In

C

 
e�t=�’

X
� e�t=�“

Y
� Ze�t=RnC

!
; (4.5)

where

Y D 1

RnC
� 1

�“

; In D Q

�’ � �“

and Z D 1

X
� 1

Y
:

To obtain Tw (the time when the SRAM enters SFM), substitute Vn2 D Vdsat and
t D Tw in (4.5) and solve it for t . Note that (4.5) is a transcendental equation in t

and hence it is not possible to obtain the expression for Tw analytically. Therefore,
linearly expand (4.5) in t around the point T ini

w (which is expected to be close to the
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actual value of Tw). To obtain a good expansion point T ini
w , the radiation-induced

current is approximated by a rectangular pulse of magnitude Imax (which is the
maximum value of iseu.t/) and a pulse width of a Q=Imax. Then the value of T ini

w
can be obtained using (4.6) (reported in [4]) for a rectangular noise current pulse
for the same SRAM cell as in Fig. 4.1.

T ini
w D �RnC lnŒ1 � Vdsat=.ImaxRn/�: (4.6)

Note that the way in which the radiation-induced current pulse is modeled en-
sures that T ini

w is always smaller than the actual time (Tw) when the SRAM cell
enters SFM. This is due to the fact that a rectangular noise current pulse of mag-
nitude Imax, depositing a charge Q, has more severe effects on the node voltages
than the actual radiation-induced current pulse of (1.1) dumping the same amount
of charge. It is always better to be conservative so that the SRAM cell state flip is
always detected. This ensures that an optimistic SRAM cell design is avoided. Also
note from (4.6) that another condition which must be satisfied for an SRAM cell to
enter SFM is ImaxRn > Vdsat. This condition is checked after the condition imposed
by Qwc is satisfied.

To obtain an expression for Tw, first linearly expand (4.5) in t around the point
T ini

w (which is obtained from (4.6)) and then solve for t (D Tw). The resulting ex-
pression for Tw is as given below.

Tw D T ini
w C Vdsat � In

C
. e�T ini

w =�’

X
� e�T ini

w =�“

Y
� Ze�T ini

w =RnC/

In

C
.� e�T ini

w =�’

�’X
C e�T ini

w =�“

�“Y
C Z

RnC
e�T ini

w =RnC/

: (4.7)

4.3.2 Strong Feedback Mode Analysis

When the SRAM cell of Fig. 4.1 enters strong feedback mode, the transistors M2
and M4 are in the saturation region. In this mode, the node voltage Vn2 increases
(due to the noise current injected at node n2) which decreases the value of Vn1.
The decrease in Vn1 further helps in increasing the value of Vn2. The node voltage
Vn1 depends upon Vn2 and vice-versa and hence, the equations governing the time-
domain behavior of the SRAM cell in the SFM are cross-coupled and non-linear in
nature. These equations are given below.

dVn1.t/=dt D �gmnVn2.t/=C C gmnVTN=C; (4.8)

dVn2.t/=dt D �gmnVn1.t/=C CgmnVTN=C C Q

C.�’ � �“/
.e�t=�’ �e�t=�“/: (4.9)

Subtracting (4.9) from (4.8) and using transformation u.t/ D Vn1.t/ � Vn2.t/

gives.
du.t/=dt D gmnu=C � Q

�’ � �“

.e�t=�’ � e�t=�“/: (4.10)
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As mentioned earlier, for the SRAM cell to flip, the noise current should change
the state of the SRAM cell from the stable equilibrium point (VDD, GND) to the
metastable equilibrium point (Vn2 D Vn1), or change the SRAM state to the region
of attraction of the other equilibrium point (Vn2 > Vn1). Therefore, if the SRAM
cell flips, u.t/ D Vn1.t/ � Vn2.t/ should become equal to or less than 0. Now,
integrate (4.10) with the initial condition t D Tw and u.Tw/ D VDD�Vdsat and then
find the limit of u.t/ as t ! 1. This is done because u.t/ may become equal to 0
(i.e., Vn1 D Vn2) after the entire charge (or most of the charge) has been deposited
on node n2. Also, the feedback from node n1 may also increase the node voltage
Vn2 after a large amount of time. Therefore, the condition which must be satisfied
for a radiation event to flip the SRAM state is as given below.

Q � C.�’ � �“/e�gmnTw=C VDD � Vdsat

e�TwX 0

=X 0 � e�TwY 0

=Y 0 ; (4.11)

where

X 0 D gmn

C
C 1

�’

; Y 0 D gmn

C
C 1

�“

:

4.4 Experimental Results

To compare the accuracy of the proposed model for the dynamic stability of the
SRAM cell with HSPICE [16], the SRAM cell of Fig. 4.1 was designed using a
PTM 90 nm [17] model card with VDD D 1:2 V . The device sizes are W/L D
0.18/0.09 �m for M2 and M4 and W/L D 0.27/0.09�m for M1 and M3. The total
node capacitance of nodes n1 and n2 is 5.4 fF. The gate model characterization
(computation of gmn, Rn and Vdsat) was done for different VDD values in HSPICE.

As defined in Sect. 1.1, Qcri is the minimum amount of charge required to be
deposited by a radiation particle, to flip the SRAM state. Figure 4.4 compares the
critical charge values (Qcri) obtained using HSPICE and the model proposed in this
chapter (for �’ D 150 ps, �“ D 38 ps and for different values of VDD). To obtain the
value of Qcri, initially a small value of Q (i.e., 10 fC) is used for the radiation-
induced current of (1.1). Then, any of the two methods (HSPICE or the model
proposed in this chapter) is used iteratively, with increasing Q in small increments
(0.1 fC), to determine the value (Qcri) at which SRAM cell state flips. Figure 4.4
shows that the model proposed in this chapter is very accurate with an average es-
timation error of 3.3% compared with HSPICE. Thus, the proposed model is much
more accurate than the model of [4], whose error is 11%. The error of the model
presented in this chapter is lower than that of [4] because unlike [4], the approach of
this chapter does not model the radiation-induced current by a rectangular noise cur-
rent pulse. Hence, the proposed model can capture the time-dependent nature of the
radiation-induced current more closely, which improves the accuracy of the model.
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Fig. 4.4 Comparison of critical charge obtained using HSPICE and the proposed model

Table 4.1 Comparison of Model with HSPICE

�’ �“ VDD QHSPICE
cri (fC) QMOD

cri (fC) % error Run-time ratio

120 30 1 25.9 24.1 6.95 940
120 30 1.1 29.5 27.2 7.80 1,478
120 30 1.2 33 30.7 6.97 1,811
120 30 1.3 36.5 34.4 5.75 1,830
120 30 1.4 39.8 37.4 6.03 2,058
150 38 1 31.2 29.4 5.77 1,390
150 38 1.1 35.6 33.7 5.34 2,031
150 38 1.2 39.9 38.3 4.01 2,020
150 38 1.3 44 43 2.27 2,488
150 38 1.4 48 46.8 2.50 2,820
150 50 1.1 37.9 36.6 3.43 2,268
150 50 1.2 42.5 41.6 2.12 2,221
150 50 1.3 46.9 46.7 0.43 2,723
AVG 4.57 2,006

Table 4.1 compares the critical charge (Qcri) obtained using the proposed model
and HSPICE for various values of �’, �“ and VDD. In Table 4.1, Columns 1 and 2
report the values of �’ and �“ under consideration. Column 3 reports the value of
VDD. Column 4 reports the critical charge value (QHSPICE

cri ) obtained using HSPICE.
The critical charge value evaluated by the proposed model (QMOD

cri ) is reported
in Column 5. Column 6 reports the percentage error in the critical charge value
obtained using the model, compared with HSPICE. The ratio of the runtime of
HSPICE and the model is reported in Column 7. As reported in Table 4.1, the pro-
posed model is able to obtain Qcri value very accurately (with a small average error
of 4.6%). Note that the error of the model reported in [4] was 11%. Also the runtime
of the model presented in this chapter is �2,000� better than the HSPICE runtime.
The runtime of HSPICE is in the order of tens of seconds, compared with the run-
time of the proposed model, which is the order of 10 ms. Since SRAM design is an
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iterative process, it is valuable to use the model proposed in this chapter to evaluate
the stability of an SRAM cell due to the significantly lower run-time of this model
compared with HSPICE. Note that Fig. 4.4 and Table 4.1 also indicate that the pro-
posed approach is conservative.

4.5 Chapter Summary

SRAMs are extensively used in modern microprocessors and SoCs. Hence SRAM
yield is very important from an economic viewpoint. As a result, SRAM stabil-
ity analysis has become quite important in recent times. SRAM stability analysis
based on static noise margin (SNM) often results in pessimistic designs, because
SNM cannot capture the transient behavior of the noise. Thus, SNM reduces design
options, resulting in a highly conservative design. Therefore, to improve SRAM de-
sign, dynamic stability analysis is required. The model developed in this chapter
performs dynamic stability analysis of an SRAM cell in the presence of a radiation
event. Experimental results demonstrate that the model proposed in this chapter is
compact and very accurate, with a low critical charge estimation error of 4.6% com-
pared with HSPICE. The runtime of the proposed model is also significantly lower
(2,000� lower) than the HSPICE runtime. Also, the results of the proposed model
are always conservative. Thus this model enables SRAM designers to quickly and
accurately validate the stability of their SRAMs during the design phase.

The model presented in this chapter considers noise in SRAMs only due to ra-
diation particle strikes. However, there are other types of noise such as power and
ground noise, capacitive coupling noise, etc. Therefore, models similar to the one
presented in this chapter are required to perform dynamic stability analysis of an
SRAM cell in the presence of capacitive coupling noise, and power and ground
noise. The approach presented in this chapter could be extended to include the ef-
fects of these noise sources as well.

References

1. E. Seevinck, F. J. List, and J. Lohstroh, “Static-noise margin analysis of MOS SRAM cells,”
IEEE Journal of Solid-State Circuits, vol. SC-22, no. 5, pp. 748–754, Oct. 1987.

2. J. Rabaey, Digital Integrated Circuits: A Design Perspective, Prentice Hall Electronics and
VLSI Series. US Prentice Hall, 1996.

3. K. Takeda, Y. Hagihara, Y. Aimoto, M. Nomura, Y. Nakazawa, T. Ishii, and H. Kobatake,
“A read-static-noise-margin-free SRAM cell of low-VDD and high-speed applications,” IEEE
Journal of Solid-State Circuits, vol. 41, no. 1, pp. 113–121, Jan. 2006.

4. B. Zhang, A. Arapostathis, S. Nassif, and M. Orshansky, “Analytical modeling of SRAM
dynamic stability,” in Proc. of the Intl. Conf. on Computer-Aided Design, Nov. 2006,
pp. 315–322.



70 4 Modeling Dynamic Stability of SRAMs in the Presence of Radiation Particle Strikes

5. S. Rusu, M. Sachdev, C. Svensson, and B. Nauta, “T3: Trends and challenges in VLSI
technology scaling towards 100nm,” in Proc. of the Asia South Pacific Design Automation
Conf., 2002, pp. 16–17.

6. T. May and M. Woods, “Alpha-particle-induced soft errors in dynamic memories,” IEEE Trans-
action on Electron Devices, vol. ED-26, pp. 2–9, Jan 1979.

7. J. Pickle and J. Blandford, “CMOS RAM cosmic-ray-induced error rate analysis,” IEEE Trans-
actions on Nuclear Science, vol. NS-29, pp. 3962–3967, 1981.

8. K. Anami, M. Yoshimoto, H. Shinohara, Y. Hirata, and T. Nakano, “Design consideration of
a static memory cell,” IEEE Journal of Solid-State Circuits, vol. SC-18, no. 4, pp. 414–418,
Aug. 1983.

9. J. Lohstroh, E. Seevinck, and J. D. Groot, “Worst-case static noise margin criteria for logic
circuits and their mathematical equivalence,” IEEE Journal of Solid-State Circuits, vol. SC-18,
no. 6, pp. 803–807, Dec. 1983.

10. C. Tsai and M. Marek-Sadowska, “Analysis of process variation’s effect on SRAM’s read sta-
bility,” in Proc. of the Intl. Symposium on Quality Electronic Design, 2006, pp. 603–610.

11. B. H. Calhoun and A. P. Chardrakasan, “Static noise margin variation for sub-threshold SRAM
in 65-nm cmos,” IEEE Journal of Solid-State Circuits, vol. 41, pp. 1673–1679, July 2006.

12. W. Massengill, M. Alles, and S. Kerns, “SEU error rates in advanced digital CMOS,” in Proc.
of the European Conf. on Radiation and Its Effects on Components and Systems, Sep. 1993,
pp. 546 – 553.

13. Q. Zhou and K. Mohanram, “Transistor sizing for radiation hardening,” in Proc. of the Intl.
Reliability Physics Symposium, April 2004, pp. 310–315.

14. R. Garg, N. Jayakumar, S. P. Khatri, and G. Choi, “A design approach for radiation-hard digital
electronics,” in Proc. of the Design Automation Conf., July 2006, pp. 773–778.

15. M. Horowitz, “Timing models for MOS circuits,” Ph.D. dissertation, Stanford University, 1984.
16. Synopsys Inc., Mountain View, CA, HSPICE User’s Manual, 2003.03 edition.
17. Nanoscale integration and modeling (NIMO) group (2007), ASU Predictive Technology Model

[On-line], Available: http://www.eas.asu.edu/�ptm



Chapter 5
3D Simulation and Analysis of the Radiation
Tolerance of Voltage Scaled Digital Circuits

5.1 Introduction

In addition to the analysis of the effects of radiation particle strikes on combinational
circuits and SRAMs, it is also important to study how voltage scaling affects the
susceptibility of VLSI circuits to radiation particle strikes. This is relevant since
in recent times, power has become a major issue in computing [1]. Low energy
solutions are desired for many applications such as systems-on-chip (SoC), micro-
processors, wireless communication circuits, etc. Both the dynamic and the leakage
components of the power consumption of a CMOS circuit depend upon the sup-
ply voltage; both decrease at least quadratically with decreasing supply voltages.
Therefore, in recent times, it is common to decrease the supply voltage value in the
noncritical parts of VLSI systems, to reduce the power and energy consumption.

Modern VLSI systems extensively employ dynamic voltage scaling (DVS) to
meet the variable speed/power requirements that are imposed at different times
during their operation [2, 3, 4, 5, 6, 7]. DVS helps in reducing the circuit power
consumption especially when high speed circuit operation is not desired. Today,
VLSI circuits are also operated in the subthreshold region of operation for a widen-
ing class of applications, which demand extreme low power consumption and can
tolerate larger circuit delays [8, 9, 10]. Subthreshold circuits operate with a supply
voltage less than or equal to the device threshold voltage. Since both DVS and
subthreshold circuits are extensively used to reduce power consumption, the sus-
ceptibility of such circuits to radiation particle strikes can significantly impact the
reliability of VLSI systems based on these techniques. Hence, it is important to
analyze the effects of radiation particle strikes on DVS and subthreshold circuits.
On the basis of the results of such an analysis, these circuits can be hardened against
radiation strikes to improve their reliability.

To understand the effect of voltage scaling on the radiation susceptibility of dig-
ital VLSI circuits, in this monograph, 3D simulations of radiation particle strikes
(on the output of an inverter implemented using DVS and subthreshold design)
were performed. 3D simulation of radiation particle strikes aids in obtaining an
accurate estimation of the effect of voltage scaling on the radiation susceptibil-
ity of the inverter. A radiation particle strike on an inverter was simulated using
Sentaurus-DEVICE [11] for different inverter sizes, inverter loads, supply voltage

R. Garg and S. P. Khatri, Analysis and Design of Resilient VLSI Circuits: Mitigating
Soft Errors and Process Variations, DOI 10.1007/978-1-4419-0931-2 5,
c� Springer Science+Business Media, LLC 2010
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values (VDD), and the energy of the radiation particles. From these 3D simulations,
several nonintuitive observations were made, which are important to consider dur-
ing radiation hardening of such DVS and subthreshold circuits. On the basis of
these observations, several guidelines are proposed for the radiation hardening of
such designs, as reported in Sect. 5.4. These guidelines suggest that traditional radi-
ation hardening approaches need to be revisited for DVS and subthreshold designs.
A charge collection model for DVS circuits is also proposed, using the results of
these 3D simulations. The charge collection model can accurately estimate (with an
average error of 6.3%) the charge collected at the output of a gate as a function of the
supply voltage, gate size, and particle energy (for medium and high energy particle
strikes). The parameters of this charge collection model can be included in transis-
tor model cards in SPICE, to improve the accuracy of SPICE-based simulations of
radiation events in DVS circuits.

The rest of the chapter is organized as follows. Section 5.2 discusses some of
the previous work in this area. In Sect. 5.3, the 3D simulation setup used for the
simulation of a radiation particle strike at the output of inverter is described. In
Sect. 5.4, experimental results are presented, and several observations from these
results are discussed. The corresponding design guidelines are also presented in this
section. Finally, the chapter is summarized in Sect. 5.5.

5.2 Related Previous Work

Although radiation particle strikes in circuits operating at nominal supply voltages
have been extensively studied using 3D device simulation tools [12, 13, 14, 15, 16],
DVS and subthreshold circuits have not received much attention. In [12], 3-D nu-
merical simulation is used to study the charge collection mechanism in silicon nC=p

diodes. In [17], device level three-dimensional simulation was performed to study
the charge collection mechanism and voltage transients from angled ion strikes. The
authors of [15] used a 3D device simulation tool to study the effect of radiation-
induced transients and estimate the soft error rate (SER) in static random access
memory (SRAM) cells. In [18], an experimental study of the effects of heavy ions
in commercial SOI PowerPC microprocessors was conducted. Microprocessors im-
plemented using different technology nodes as well as different core voltages were
used in the experiment. It was also observed in [18] that the reduction of feature size
from 0.18 to 0.13 �m (and core voltage from 1.6 to 1.3 V) had little effect on the
soft error rate. The sensitivity of several commercial SRAM devices to radiation,
as a function of their supply voltage, was experimentally studied in [19]. An in-
crease in the radiation susceptibility of SRAMs with decreasing supply voltage was
observed. The SRAMs used in these experiments were fabricated in older technolo-
gies (i.e., the feature sizes were greater than 0.18 �m). The authors of [16] analyzed
the dependence of the soft error rate on the critical charge (Qcri) and supply volt-
age, for a 0.6 �m CMOS process. In both [19] and [16], the study was performed
through laboratory experiments, for nominal supply voltage values (the minimum
supply voltage value used was 1.5 V in [19] and 2.2 V in [16]). Note that these were
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not DVS enabled circuits. Hence, the results of [19, 16] cannot be used to predict
the susceptibility of DSM VLSI circuits at lower (and subthreshold) voltages. Also,
older process technologies were analyzed in [19,16], and it is expected that circuits
implemented with recent deep submicron process technologies can exhibit a very
different behavior in response to radiation particle strikes than older processes [14].
In [18, 19, 16], no circuit level radiation hardening guidelines were proposed. In
contrast, in the work presented in this chapter, radiation strikes are modeled and
analyzed for current technologies, and a set of circuit hardening guidelines are pre-
sented based on the findings.

5.3 Simulation Setup

In this work, a radiation particle strike is considered at the NMOS transistor of
an inverter (INV) shown in Fig. 5.1. INV is implemented in a 65 nm bulk tech-
nology. The input of the INV is at GND and hence, the PMOS transistor is ON
and the NMOS transistor is OFF. An industry standard level 3D device simulation
(Sentaurus-DEVICE [11]) was used to simulate the INV of Fig. 5.1 with a radiation
particle strike at the drain of the NMOS transistor. Sentaurus-DEVICE is a mixed-
level device and circuit simulator. The NMOS transistor of the INV was modeled
in the 3D device domain as described in Sect. 5.3.1. The PMOS transistor of INV is
modeled using a PTM [20] SPICE model (in the circuit domain). Note that a radi-
ation particle strike was not simulated at the PMOS transistor, since it is expected
that a particle at the PMOS transistor would yield similar results as obtained from a
particle strike at the NMOS transistor.

in

M2

M1

out

Radiation particle strike

3D Device Model
(Sentaurus−DEVICE)

SPICE Model

Set to GND
Cload

Fig. 5.1 Inverter (INV) under consideration
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To analyze the sensitivity of subthreshold circuits, and circuits which employ
DVS, to radiation particle strikes, the supply voltage (VDD) of INV was varied in
the 3D simulations. The size of INV of Fig. 5.1, as well as the LET of the radiation
particle, were varied, to simulate different radiation scenarios. The supply voltage
values used were 0.35, 0.5, 0.6, 0.7, 0.8, 0.9, and 1 V. The threshold voltage of the
PMOS (NMOS) transistor was jV P

T j D 0.365 V (V N
T D 0.325 V). Hence, 0.35 V

was chosen as the supply voltage value for the subthreshold INV. INVs of sizes
2�, 4�, and 15� were simulated. The width of the NMOS (PMOS) transistor in a
2� INV is 0.13 �m (0.52 �m). The INVs were loaded with a load capacitance of
value 3� of their input capacitance. The radiation particle LET values used were
2, 10, and 20 MeV-cm2/mg, which represent low, medium, and high energy strikes,
respectively. A 4� INV with LET D 2 MeV-cm2/mg, and 10 MeV-cm2/mg, and
VDD D 1V was also simulated for different load capacitances (0, 1, 3, 5, and 6.3 fF)
to study the effect of loading on the radiation susceptibility of the INV.

For each of these simulations, a radiation particle strike was simulated at the cen-
ter of the drain diffusion of the 3D NMOS transistor. The particle path was along the
vertical direction (normal to the surface of the drain diffusion). From simulations, it
was found that a vertical strike corresponds to the worst case strike. Hence, in these
3D simulations, the charge collection due to the ALPEN mechanism was not sim-
ulated. The total charge collected at the drain node of the INV was due to the drift
and diffusion mechanisms, as well as the bipolar effect. The physical models used in
the simulations included Shockley-Reed-Hall and Auger recombination, hydrody-
namic transport models for electrons, bandgap narrowing dependent intrinsic carrier
concentration models, mobility models which included the Philips unified mobility
model, as well as high-field saturation and transverse field dependence. The silicon
region containing the 3D NMOS device was 10 �m � 10 �m in size.

Note that it is sufficient to model the NMOS transistor in 3D device domain
and the PMOS transistor using a SPICE model card to simulate a radiation particle
strike. This is because, in an n-well process, the PMOS transistor sits inside an n-
well and the n-well terminal is connected to VDD. Therefore, the holes generated
by the radiation particle (below the drain of the NMOS transistor in the p-substrate)
cannot cross the n-well and p-substrate junction to enter the n-well region. Note that
the n-well and p-substrate junction is reverse biased and the n-type diffusion col-
lects only electrons. However, the drain (which is a p-type diffusion) of the PMOS
transistor can collect only holes. Thus, the radiation particle strike at the NMOS
transistor does not physically affect the PMOS transistor and hence, it is appropri-
ate to use a SPICE model card for the PMOS transistor. Also, when a radiation
particle strikes the NMOS transistor, the PMOS transistor is ON since the input of
INV is at GND. Because of this, both the source and the drain terminal of the PMOS
transistor are at VDD and hence, the drain-bulk junction of the PMOS transistor is
not reverse biased. For these reasons, it is common practice to model only the device
of a circuit struck by a radiation particle in 3D device domain (the NMOS transistor
in this work) [21, 16, 22, 23]. Hence, the approach used in this work is to model the
INV is consistent with the previous works.
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5.3.1 NMOS Device Modeling and Characterization

The Sentaurus-Structure editor tool [11] was used to construct the 3D NMOS
transistor of the INV in Fig. 5.1. The NMOS device was implemented in a 65 nm
bulk technology. The 3D 65 nm technology model was developed based on the data
available in the literature [1, 24, 25, 26, 27, 22, 23]. On the basis of these references,
the value of different parameters used are as follows: the gate length L D 35 nm, ox-
ide thickness Tox D 1:2 nm, spacer width D 30 nm and the height of the polysilicon
gate D 0.12 �m. The threshold voltage, punch through, halo and latchup implants
were also modeled in the NMOS device. The details of these implants are as fol-
lows. For the threshold (punch through) implant, the peak doping concentration of
Boron atoms is 8e18 cm�3 (7e18 cm�3) at 2 nm (14 nm) below the SiO2-channel in-
terface, the doping concentration decreases with a Gaussian profile, and the doping
concentration reduces to 1e17 cm�3 (2e17 cm�3) at a depth of 14 nm (5 nm) below
the peak concentration surface. The peak concentration of Boron atoms for halo im-
plants is 2e19 cm�3, and these implants are in the channel region at the source-bulk
and drain-bulk junctions. Again, the doping concentration reduces with a Gaussian
profile. For the latchup implant, the peak doping concentration of Boron atoms is
5e18 cm�3 at 1.25 �m below the SiO2-channel interface, the doping concentration
decreases with a Gaussian profile, and the doping concentration reduces to 1e16

cm�3 at a depth of 0.4 �m. The contact of the p-well was placed at 0.75 �m from the
source diffusion of the NMOS transistor. The code that was used to construct the 3D
NMOS transistor using the Sentaurus-Structure editor is reported in Appendix A.1.
Figure 5.2 shows the NMOS transistor which is simulated in Sentaurus-DEVICE.
The cross-section of the NMOS transistor is also shown in the left part of this figure.
The 3-D NMOS device constructed in this work was characterized using Sentaurus-
DEVICE [11] to obtain the drain current (ID) as a function of the drain to source
voltage (VDS) for different gate to source voltages (VGS). The I –V characteristic of
the NMOS transistor with width D 1 �m is shown in Fig. 5.3. Figure 5.3 shows that
the NMOS device constructed in this chapter has good MOSFET characteristics.
These characteristics were verified to substantially match the 65 nm PTM NMOS
device characteristics, using SPICE.

Fig. 5.2 3D NMOS transistor of INV of Fig. 5.1 and its cross-section
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Fig. 5.3 NMOS device: ID vs. VDS plot for different VGS values

5.4 Experimental Results

Figure 5.4 shows the voltage of the output of the 4� INV of Fig. 5.1 with VDD D
1 V , during a radiation particle strike (of three different LET values) at the drain
node of the NMOS transistor. Figure 5.7 plots the radiation-induced current through
the drain terminal of the NMOS transistor of the 4� INV. Note that for a 65 nm
technology, as shown in Fig. 5.4, a radiation particle with an LET value as low as
2 MeV-cm2/mg is capable of generating a significant voltage glitch (>0:5 VDD).
For larger LET values, the voltage at the output of the INV can become negative
as shown in Fig. 5.4 (for LET D 10 and 20 MeV-cm2/mg). Hence, 65 nm devices
are very susceptible to radiation particle strikes even with medium energy particles.
The radiation-induced voltage transients at the outputs of 2� INV and 15� INV are
shown in Figs. 5.5 and 5.6, respectively. From Figs. 5.5, 5.4 and 5.6, it can be ob-
served that upsizing the INV improves its radiation tolerance. From the plots of the
radiation-induced NMOS drain current (shown in Fig. 5.7), observe that for low LET
values (i.e., 2 MeV-cm2/mg) the drain current looks like a double exponential cur-
rent pulse. However, for larger LET values (i.e., 10 and 20 MeV-cm2/mg), there is
plateau in the radiation-induced current. As mentioned in Sect. 1.1, a heavily doped
substrate demonstrates charge collection due to both the drift and the diffusion pro-
cesses. In deep submicron technologies such as 65 nm, the substrate is heavily doped
and hence, the funnel collapses very rapidly (within 10–20 ps of the time of the ra-
diation particle strike). As a result, a large amount of charge is left in the substrate
(after the funnel collapses), which then gets collected at the drain node of the NMOS
transistor through the diffusion process [28]. This results in a significant drain cur-
rent and hence, the radiation-induced current remains constant for long time. Note
that this process is slow, as indicated in [28]. The current plateau was not observed
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Fig. 5.4 Radiation-induced voltage transient at the output of 4� INV with VDD D 1V
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Fig. 5.5 Radiation-induced voltage transient at the output of 2� INV with VDD D 1V

for LET D 2 MeV-cm2/mg since the radiation particle deposits a small amount of
charge (20 fC/�m) in the substrate and most of this charge gets collected during the
funnel assisted drift collection phase. After this process, very little charge remains in
the substrate, which does not result in a significant drain current. The observations
made above for the 4� INV from Fig. 5.7 can also be made for 2� INV and 15�
INV from Figs. 5.8 and 5.9, respectively. Observe from Fig. 5.9 that the radiation-
induced NMOS drain current (for a 15� INV) for LET D 10 MeVcm2/mg also
appears to follow the double exponential model. This is due to the fact that the 15�
INV has a strong enough current driving capability so the output voltage remains
positive during the radiation-induced transient. Hence, the drain-bulk junction of the
NMOS transistor remains reverse biased throughout the radiation-induced transient.
As a result, a large portion of the total charge collection occurs by the drift process.
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Fig. 5.6 Radiation-induced voltage transient at the output of 15� INV with VDD D 1V
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Fig. 5.7 Radiation-induced drain current of the NMOS transistor of 4� INV with VDD D 1V

The charge collected at the output of INV as a function of the supply voltage
during a radiation particle strike is plotted in Fig. 5.10, for different INV sizes and
for different linear energy transfer (LETs) values. Figure 5.11 plots the area of the
radiation-induced voltage glitch (at the output of INV) for these simulations. Note
that in these simulations, the INVs were loaded with a load capacitance of value 3�
their input capacitance. The charge collected at the output of the INV is obtained
by integrating the drain current of the NMOS transistor following a particle strike.
The area of a voltage glitch is computed by integrating the difference of the supply
voltage and the voltage at the output of INV (VDD � V.out/) following a radiation
particle strike. Thus, for a radiation particle strike occurring at time t1 at the drain
of M1 (shown in Fig. 5.1), the charge collected at out is Q D R1

tDt1
I M1

d dt and
the area of the voltage glitch is

R1
tDt1

.VDD � V.out//dt . Note that the area of the
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Fig. 5.8 Radiation-induced drain current of the NMOS transistor of 2� INV with VDD D 1V
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Fig. 5.9 Radiation-induced drain current of the NMOS transistor of 15� INV with VDD D 1V

radiation-induced voltage glitch is a good measure of the susceptibility of an INV
(or any gate) to radiation particle strikes, because it incorporates both the magnitude
as well as the duration of the voltage glitch. Thus, it can be used for comparison
of the susceptibility of INVs across different supply voltage values. From Figs. 5.10
and 5.11 several interesting observations were made. These observations, along with
their explanation are as follows.

1. Small devices collect less of the charge deposited by a radiation particle, com-
pared with larger devices. This phenomenon occurs mainly due to two reasons:
(1) in a small device, the drain node voltage falls more quickly compared with a
large device. Therefore, the strong electric field in the drain-bulk junction of the
NMOS exists for shorter duration in the small device than in the large device.
Thus, less charge is collected initially during the funnel assisted drift collection
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phase, for a small device. (2) The drain area is smaller in a small device compared
with a large device. As a result, less charge is collected through the diffusion pro-
cess in the small device.

2. For low energy radiation particle strikes, wide devices collect almost the same
amount of charge across different supply voltage values. In other words, the
charge collection efficiency of wide devices is high and largely independent of
supply voltage. As mentioned earlier, during a low energy radiation particle most
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of the deposited charge gets collected within a few picoseconds after the particle
strike. Also, in a wide device, the drain voltage of the device takes longer to
fall, even for low supply voltages, during a low energy radiation strike. Thus,
the electric field is present in the drain-bulk junction for a longer duration and a
significant amount of charge gets collected, even at low supply voltages.

3. The amount of charge collected due to a radiation particle strike reduces with
decreasing supply voltage. The charge collected due to the funnel-assisted drift
process depends on the strength of the electric field in the drain-bulk junction.
At lower voltages, the electric field in the drain-bulk junction is weaker than
at higher voltages. Also, the drain voltage of the device takes longer to fall for
higher supply voltages compared with lower supply voltages. Therefore, in case
of high supply voltages, the electric field in the drain-bulk junction is strong and
present for a longer duration, because of which a large amount of charge gets col-
lected at the drain node (compared with the case when the supply voltage is low).

4. The effects of radiation particle strikes become severe for supply voltages less
than 60% of the nominal value (which is slightly lower than the twice of the
threshold voltage of the PMOS transistor). As shown in Fig. 5.11, the area of the
voltage glitch increases with decreasing supply voltages. The PMOS transistor
of the INV is primarily responsible for recovering the voltage at the output node
during a radiation particle strike at the NMOS transistor. As the supply voltage
(VDD) is decreased, the PMOS transistor drive strength reduces and the PMOS
transistor becomes significantly weaker when the supply voltage is reduced be-
low 2 � V P

T . Note that the decrease in the drive strength of the PMOS transistor
with decreasing VDD value is much higher for VDD < 2 � V P

T compared with
VDD values greater than 2 � V P

T . Hence, when the supply voltage is less than
2 � V P

T then the PMOS transistor takes longer to recover the voltage at the output
of the INV.

To study the effect of loading on the radiation susceptibility of a gate, a 4� INV
with LET D 2 MeV-cm2/mg and 10 MeV-cm2/mg, and VDD D 1V was also simu-
lated for different load capacitances (0, 1, 3, 5, and 6.3 fF). The results are reported
in Table 5.1. In Table 5.1, Columns 1 and 2 report the LET and the load capacitance

Table 5.1 Q and area
of voltage glitch vs. load
capacitance (Cload)

LET Cload Q Voltage glitch area
(MeV-cm2/mg) (fF) (fC) (V-ns)

2 0 10.0 0.0434
2 1 10.9 0.0448
2 3 11.1 0.0361
2 5 11.3 0.0314
2 6.3 11.6 0.0303
10 0 26.8 0.1224
10 1 27.7 0.1284
10 3 29.9 0.1409
10 5 32.6 0.1549
10 6.3 34.2 0.1629
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values under consideration. Column 3 reports the charge collected (Q) at the output
of the INV. The area of the radiation-induced voltage glitch is reported in Column 4.
From Table 5.1 the following observations were made:

1. For small devices with medium or high energy radiation particle strikes, the pulse
width of the voltage glitch increases with an increasing load capacitance (Cload)
of the gate. Because of a radiation particle strike of medium (or high) energy, the
voltage at the output of the INV of smaller sizes (such as 4� or smaller) becomes
negative very rapidly. After this the PMOS transistor of the INV starts recovering
the voltage at the output. If the INV is driving a higher load capacitance (Cload),
then the PMOS will take a longer time to restore the output voltage. Thus, the
width of the voltage glitch increases with the increasing load capacitance (Cload),
contrary to the popular belief.

2. However, for low energy radiation particle strikes, an increase in the load ca-
pacitance (Cload) of the gate improves the radiation tolerance of the INV. The
magnitude of the voltage glitch is reduced with increasing load capacitance
(which is due to increasing fanout). This effect is more visible for low energy
radiation particle strikes. For high energy strikes, the difference in the magnitude
of the voltage glitch for two different loads is very small. As the voltage glitch
magnitude is lower for low energy strikes, the PMOS transistor of the INV has
to recover a lower voltage swing at the output node. Thus, the width of the volt-
age glitch reduces with the increasing load capacitance. Hence, the INV becomes
more tolerant to low energy radiation strikes with the increasing load capacitance.

3. The charge collected increases with the increasing load capacitance. This is
again due to fact that the voltage of the drain node of the NMOS transistor
falls slowly for large load capacitances. Thus, the electric field is present in the
drain-bulk junction of the NMOS for a longer duration and hence, more charge
gets collected.

The observations made above from Figs. 5.10 and 5.11, and Table 5.1 are impor-
tant to consider during radiation hardening of DVS and subthreshold circuits. On
the basis of the observations made, several design guidelines are presented for hard-
ening DVS and subthreshold circuits. These guidelines suggest that the traditional
radiation hardening approaches need to be revisited.

1. If a gate is upsized to increase its radiation tolerance, then a higher value of
charge collected (due to a radiation particle strike) should be used. This is ex-
tremely important for low voltage operation, since lowered voltage circuits are
more likely to have large voltage glitch areas.

2. For environments with low energy radiation particles, it is safe to assume that
the charge collected remains constant across different supply voltages for wide
devices. The collected charge also remains roughly constant across different gate
sizes for high or nominal voltage operation.

3. DVS designs should scale down the supply voltage of a circuit to 2 � VT (VT is the
maximum of VTP and VTN). Below this value, radiation susceptibility increases
rapidly as shown in Fig. 5.11. Also, a circuit with DVS should be hardened at
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the lowest operating voltage, with the charge collected at that voltage. This will
ensure radiation tolerance at higher supply voltages. Subthreshold circuits and
circuits with a supply voltage <2 � VT require aggressive protection against radi-
ation strikes.

4. The fanout load capacitance (Cload) of gates should be kept low in circuits
operating in high energy radiation particle environments. This is contrary to con-
ventional wisdom. For low energy radiation environments, the fanout factor (load
capacitance) of the gates should be increased to improve their radiation tolerance.

Observe from Fig. 5.10 that the charge collected (Q) at the output of a gate has
a strong dependence on the size of the gate, the supply voltage (VDD) and the radi-
ation particle energy (LET). Therefore, simulating radiation particle strikes in DVS
circuits in SPICE using a worst case collected charge (maximum possible charge
collection) may lead to very pessimistic designs. To improve the accuracy of SPICE
simulations of radiation particle strikes in DVS circuits, a model for the charge
collected (QM) at the output node of a gate is also proposed, and five parameters
from this model can be appended in to the SPICE model cards for MOSFETs (e.g.,
the PTM model cards for 65 nm [20]). Since Q directly depends on the size of
a gate – W (expressed in �m), VDD and LET (expressed in MeV-cm2/mg), the
model proposed in this work is QM D min.KMAX � LET; KQ W ˇ1 VDDˇ2LETˇ3 /.
Here, KMAX, KQ, ˇ1, ˇ2 and ˇ3 are obtained by characterizing a process tech-
nology through 3D simulations of radiation particle strikes. In the expression for
QM (in fC) KMAX � LET represents the maximum amount of charge that can be
collected due to a radiation particle strike. The value of KMAX is obtained from 3D
simulations of radiation particle strikes at the drain of a very wide NMOS transistor
for different LET values. Note that the drain terminal of this NMOS transistor was
connected to VDD (nominal value) and the source, gate, and bulk terminals were
connected to GND to maximize the charge collection. From 3D simulations, KMAX

was found to be 8. Note that since KMAX D 8, the amount charge that can be col-
lected (Q) in the worst case is 80% of the charge deposited (QD) by a radiation
particle strike in the charge collection volume. Therefore, the traditional approach,
in which 100% of the charge deposited is assumed to be collected in the worst case,
is pessimistic. The values of KQ, ˇ1, ˇ2, and ˇ3 (parameters in the second term in
the expression for QM) were estimated by fitting the model QM with Q obtained
through 3D simulations (shown in Fig. 5.10) for 2�, 4�, and 15� INV, and for VDD
D 0.6 to 1.0 V (in steps of 0.1 V) and LET D 10 and 20 MeV-cm2/mg. The values
obtained are KQ D 16:54, ˇ1 D 0:704, ˇ2 D 0:9, and ˇ3 D 0:664. Note that
the curve fit was performed for medium and high energy particles, since hardening
of DVS circuits needs to be performed against radiation particles of such energies,
to meaningfully improve their radiation tolerance. As mentioned earlier, for low
energy particle strikes, it is safe to assume that the charge collected remains con-
stant across different supply voltages in wide transistors. Therefore, the QM model
proposed in this chapter is applicable for medium and high energy particle strikes.
Also, as proposed earlier, DVS designs should scale the supply voltages of a cir-
cuit up to 60% (2 � VT) of the nominal value, and therefore the QM model was
obtained for VDD D 0.6–1.0 V. To evaluate the accuracy of the proposed model, the
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Fig. 5.12 Comparison of charge collected (Q) obtained from the proposed model vs. 3D
simulations

amount of charge collected at the output of the INV (shown in Fig. 5.1) predicted
by the proposed model (dark bar) and from 3D simulations (light bar) were plotted
in Fig. 5.12. Figure 5.12 shows the charge collected with VDD D 0.6–1.0 V in steps
of 0.1 V as the outermost variable. For each voltage value, the charge collected is
reported for 2�, 4�, and 15� INVs with LET D 10 and 20 MeV-cm2/mg, as the
legend indicates. Figure 5.12 shows that the proposed model is very accurate, with
an average error of 6.3%. Thus, the proposed model for the charge collected at the
output node of a gate can improve the accuracy of the SPICE level simulation of
radiation particle strikes in DVS circuits. For subthreshold circuits, it is difficult to
find an accurate model since the charge collection efficiency is very low and hence,
3D simulations should be performed to obtain the value of the charge collected (Q)
at the output node of a gate for different parameter values (W and LET).

5.5 Chapter Summary

Radiation particle strikes are becoming increasingly important problems for both
combinational and sequential circuits. At the same time, power has become a major
issue in computing. In recent times, it is common to decrease the supply voltage
value in the noncritical parts of VLSI systems, to reduce the power and energy
consumption. Reduced supply voltages further aggravate reliability issues due to
radiation. With increasing demand for reliable systems, it is necessary to design
radiation tolerant circuits efficiently. In this chapter, the radiation particle strikes in
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DVS and subthreshold circuits were studied. 3D simulations for radiation particle
strikes in an inverter were performed, using Sentaurus-DEVICE. The sensitivity of
DVS and subthreshold circuits to radiation particle strikes were studied by varying
the inverter size, the inverter load, the supply voltage (VDD), and the energy of the
radiation particle. This was done using 3D simulations. From these 3D simulations,
several nonintuitive observations were made, which are important to consider during
the radiation hardening of DVS and subthreshold circuits. On the basis of these
observations, several guidelines were also proposed for radiation hardening of DVS
and subthreshold circuit designs. A model for the charge collected at the output node
of a gate was also proposed, which can improve the accuracy of SPICE simulations
radiation events.

In the next two chapters, two approaches are presented for hardening a design
against radiation particle strikes.
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Chapter 6
Clamping Diode-based Radiation Tolerant
Circuit Design Approach

6.1 Introduction

In Chap. 1, the need to harden combinational circuit was discussed. Then in
Chaps. 2, 3, 4 and 5, analysis approaches were presented to analyze radiation-
induced transients in combinational circuits and SRAMs. On the basis of the results
of the analysis of the effects of a radiation particle strike on a circuit, selective
hardening of the gates in a circuit may be performed, to achieve the desired level
of radiation tolerance while satisfying area, delay, and power constraints. For this,
efficient circuit level hardening techniques are required.

This monograph proposes two circuit level hardening approaches previously
published in [1, 2] to harden combinational circuits against a radiation particle
strike. These two approaches are referred to as the diode clamping-based approach
and the split-output-based hardening approach. The diode clamping-based ap-
proach (which is presented in this chapter) is suitable for hardening combinational
circuits against low energy radiation particle strikes. The split-output-based hard-
ening approach (described in the next chapter) is suitable for high energy radiation
particle environments.

The diode clamping-based hardening approach is based on the use of shadow
gates, whose task is to protect the primary gate in case it experiences a radiation
strike. The gate to be protected is duplicated locally, and a pair of diode-connected
transistors (or diodes) is connected between the outputs of the original and shadow
gates. These diodes turn on when the voltages of the two gates deviate (during a
radiation strike). Experimental results show that at the level of a single gate, the area
overhead is quite large. At the circuit level, however, gates are selectively hardened.
A methodology is presented to protect specific gates of the circuit based on electrical
masking, in a manner that guarantees radiation tolerance for the entire circuit. This
circuit level hardening methodology is able to harden circuit with low area and
delay overheads. An improved circuit level hardening algorithm is also proposed,
to further reduce the delay and area overhead.

The remainder of this chapter is organized as follows: Section 6.2 discusses
previous work in the area of designing radiation tolerant VLSI circuits. Sec-
tion 6.3 describes the diode clamping-based radiation tolerant combinational circuit

R. Garg and S. P. Khatri, Analysis and Design of Resilient VLSI Circuits: Mitigating
Soft Errors and Process Variations, DOI 10.1007/978-1-4419-0931-2 6,
c� Springer Science+Business Media, LLC 2010
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design approach. Experimental results are presented in Sect. 6.4, while the chapter
summary is provided in Sect. 6.5.

6.2 Related Previous Work

There has been a great deal of work on radiation hardened circuit design techniques.
Several papers focus on combinational circuits [3, 4, 5, 6, 7, 8], while others have
focused on memory design [9, 4, 10, 11, 12, 13, 14, 15]. Since memories are particu-
larly susceptible to radiation events, these efforts were crucial to space and military
applications.

Circuit hardening approaches can be classified as device level, circuit level, and
system level [16, 8, 7, 17, 1, 18, 19, 2]. Device level approaches require funda-
mental changes to the fabrication process to improve the radiation immunity of a
design [16]. Silicon-on-insulator (SOI) devices are considered to be more tolerant
than bulk CMOS devices [20] because of the lower charge collection volume in
SOI devices. However, other hardening techniques are still required to achieve a
meaningful tolerance of an SOI based design to radiation particle strikes [20].

Circuit level hardening approaches use special circuit design techniques that re-
duce the vulnerability of a circuit to radiation strikes [8,7,18,17,21,22,23]. In [7],
the authors selectively upsize the gates in a digital design to increase the radiation
tolerance of the design. A larger gate has higher drive capability, which increases its
radiation immunity in comparison to a smaller gate. The authors protect those gates
in a circuit which contribute maximally to the soft error failure rate of the circuit.
These sensitive gates in a circuit are identified by using a logical masking [7] anal-
ysis. The authors of [17, 18, 21, 22, 23] also performed selective gate hardening in
a circuit. Heijmen et al. performed selective duplication of sensitive gates in [18]
(i.e., connecting two gates in parallel) to reduce soft error rate (SER). The authors
reported that SER can be improved by 50% with an area penalty of 30%.

Device and circuit level approaches are typically fault avoidance approaches,
while system level approaches typically involve the use of fault detection and tol-
erance mechanisms. Triple modular redundancy (TMR) [24] is a classical example
of a system level design approach. In [10], the authors provide a built-in current
sensor (BICS) to detect radiation events in an SRAM, which can be used to trigger
a recomputation.

Although the approaches discussed above increase the circuit reliability to ra-
diation events, the cost (in terms of area, delay, and power) associated with these
approaches is high, typically unacceptable for high-volume mainstream applica-
tions. Also these approaches provide radiation tolerance to radiation particles with
moderate energy levels. In other words, the increase in Qcri achieved by traditional
approaches is not very high. In several applications, high energy radiation particle
strikes are encountered. Therefore, there is a need for a radiation hardening ap-
proach, which can provide radiation tolerance against very large values of Q, with
comparable or smaller overheads. At the same time, there is a need for radiation
hardening approach, which incur low delay penalties for low to medium energy
radiation particle strikes.
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In this monograph, two circuit level hardening approaches are proposed to harden
combinational circuits against a radiation particle strike. The first approach (de-
scribed in this chapter) the diode clamping-based approach is suitable for low
energy radiation particle strikes, in circuits which cannot tolerate a large delay
overhead due to radiation hardening. The second approach (the split-output-based
hardening approach) is presented in the next chapter, and it is suitable for high
energy radiation particle environments.

6.3 Proposed Clamping Diode-based Radiation Hardening

A radiation strike at a node in a circuit can result in a voltage glitch at that node.
If the magnitude of the voltage glitch is more than the switch-point of gates driven
by that node, then the radiation-induced transient may propagate to the primary
outputs to the circuit. This may result in an SEU. The clamping diode-based circuit
hardening approach ensures that such a radiation-induced voltage glitch (at the node
where the radiation particle strike occurs) is clamped before it reaches the switch-
point of gates in its fanout.

This section is divided into three subsections. In Sect. 6.3.1, two circuit structures
(shown in Figs. 6.1 and 6.2), which were investigated to create a radiation-hardened
standard cell, are described. Section 6.3.2 discusses the notion of critical depth for
any protected library cell. A larger critical depth for any cell indicates that more
logic stages are needed for this cell to erase the effects of a radiation-induced volt-
age glitch. On the basis of the notion of critical depth, Sect. 6.3.3 describes two
algorithms proposed in this chapter to selectively protect cells in a standard-cell-
based circuit, so as to minimize the delay and area overheads.

6.3.1 Operation of Radiation-induced Voltage Clamping Devices

A clamping diode can be used to suppress a glitch. However, this clamping diode
should not prevent (or delay) the switching of the logic during its normal functional
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Fig. 6.2 Device-based
radiation-induced voltage
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operation (when no radiation strike has occurred). Hence, another similarly sized
driver (logic gate GP) is required in parallel with the gate that is to protect G.
This is shown in Figs. 6.1 and 6.2. When the outputs of G and GP deviate sig-
nificantly (which would occur when one of the gates undergoes a radiation strike),
the clamping circuit turns on, thereby protecting the gate G from a radiation event.
As shown in Figs. 6.1 and 6.2, the supply voltages for the protecting gate (GP) are
higher (VDD D 1.4 V and VSS D �0:4 V). Hence thicker gate oxides are used for
the protecting gate (GP) of Figs. 6.1 and 6.2, and the diode connected devices of
Fig. 6.2, to avoid reliability problems. Multiple oxide thicknesses have been used in
past for a 65 nm process as reported in [25, 26, 27, 28]. Note that it is possible to
use a generic CMOS process with a single oxide thickness, but a thicker oxide is
required. The thicker oxide will increase short channel effects for the protected gate
(G), which is powered by VDD and GND. The devices used in the protecting gate
have a higher VT (VTP D �0.42 V and VTN D 0:42 V) compared with the regular de-
vices used in the protected gate G (which have VTN D 0:22 V and VTP D �0:22 V).
This is to minimize the leakage through the protecting gate, which is important since
the inputs of GP are the same as those of the protected gate. The devices used for
clamping also have a higher VT, to make sure that they are off during regular op-
eration (in the absence of radiation events). In fact the clamping devices are on the
verge of conduction (since VTP D �0:42 V and VTN D 0.42 V). Ideally it would be
desired for the protecting gate to have an even higher VT (to minimize the leak-
age through this gate), but the proposed circuit hardening approach restricts itself
to two VT values. Note that the bulk terminal of the protecting gate (GP) and the
diode connected devices of Fig. 6.2 are connected to the protecting gate power sup-
ply, i.e., VDD D 1.4 V and VSS D �0:4. This ensures that the bulk terminals of
these devices are not forward biased. Also, the dimensions of the devices used in
both the hardened and regular version of cells are same. In other words, the sizing
of the G and GP gates in Figs. 6.1 and 6.2 are the same as that of a corresponding
unhardened gate.

The clamping diodes used can either be regular p-n junction type diodes (Fig. 6.1)
or diode connected devices (Fig. 6.2). Both these options were investigated in the
work presented in this chapter. Note that the Schottky diodes can also be used as
clamping diodes.
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6.3.1.1 p-n Junction Diode

Consider the circuit of Fig. 6.1. Assume that a radiation particle strike occurs at the
output of protected gate (with its output at logic 0 under steady state), which results
in a positive voltage glitch at that node. Note that when the output of the protected
gate is at 0 V then the output of the protecting gate is at �0:4 V. When the voltage
on the out node starts rising and when the voltage across the diode D2 (in Fig. 6.1)
reaches the diode turn-on voltage, it begins to clamp the voltage across it. In this
way, the glitch due to the radiation event is suppressed.

Now consider the case of a radiation particle strike at the output (outP ) of the
protecting gate which is at logic 0. In this case, the protected node is still protected
(remains at logic 0). This is because the protecting node is initially at a much lower
voltage (�0:4 V) and as the voltage at the protecting node rises, the diode D2 re-
mains turned-off. Diode D1 turns on only when the voltage at the protecting node
rises to a value greater than the diode turn-on voltage (i.e., the voltage glitch mag-
nitude is 0.4 C diode turn-on voltage). However, the radiation particle that can
cause such a glitch would have to have a high energy. As mentioned earlier, the
proposed clamping diode-based circuit hardening approach is suitable for low en-
ergy radiation particle strikes, which cannot result in such a large voltage glitch.
Therefore, a low energy radiation particle strike at outP will not affect the voltage
at out .

The working of the clamping structure for falling radiation-induced pulses, when
the output node is at logic 1, is similar to that discussed earlier.

6.3.1.2 Diode Connected Device

Consider the circuit in Fig. 6.2. Again assume that a radiation event causes a positive
voltage glitch at out in Fig. 6.2, which was at logic 0 under steady state. At this
time, the steady-state output of the protecting gate is at �0:4 V. When the voltage of
out starts rising, the clamping NMOS device starts to turn on, and conducts more
strongly if the voltage of out continues to rise, thus clamping the protected node.
If the radiation particle strikes the output of the protecting gate, i.e., outP , the out

node remains at logic 0. This is because the protecting node is initially at a much
lower voltage (�0:4 V) and as the voltage at the protecting node rises, the clamping
NMOS device turns off more. It is only when the voltage of the protecting node rises
above 0.4 V that the clamping PMOS device starts turning on. This could cause the
voltage of the protected node to rise. As discussed in Sect. 6.3.1.1, a radiation event
would need to have a high energy to cause such a glitch.

In a similar manner, the clamping PMOS device helps protect a gate from a
falling voltage pulse due to a radiation event.

Both the device-based and diode-based clamping structures were implemented,
and had very similar protection characteristics, as shown later in chapter. The layout
area penalty of the device-based clamping structure was determined to be lower
than that for a diode-based clamping structure. As a consequence, the experiments
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reported in this chapter are all based on the device-based clamping structure. The
performance of device-based and diode-based clamping structures for an inverter
are presented in Tables 6.1–6.4.

It was experimentally verified that a radiation strike at the output of the protecting
gate does not cause extra soft errors (for the given value of Q D 24 fC, �’ D 145 ps,
and �“ D 45 ps). In particular, if there is a radiation particle strike at the output of
protecting gate then the Q required to turn on the diode-connected devices and affect
the protected node needs to be much larger than 24 fC. Note that the clamping diode-
based hardening approach is suitable for low energy radiation particle strikes with
Q up to 24 fC. Also, the correct operation of the proposed radiation tolerant gate
(shown in Fig. 6.2) was explicitly verified by simulating a radiation particle strike
at all nodes of the gates, for every gate in the library (LIB) used in this approach to
implement radiation tolerant combinational circuits.

6.3.2 Critical Depth for a Gate

Radiation hardened versions for all regular unhardened cells present in the library
LIB were designed using diode-connected devices. Then the critical depth (which
is based on the electrical masking) of each radiation hardened cell was computed in
the following manner.

Consider a sequence of n copies of the same library cell C , with the output of
the i th cell being one of the inputs of the .i C 1/th cell. Let all the other inputs of
the .i C 1/th cell be assigned to their noncontrolling values. Assume that a radiation
strike occurs at the output of the cell at the first level, with upto Q D 24 fC, �’ D
145 ps and �“ D 45 ps. Then the critical depth of library cell C , denoted as �.C /,
is defined as the number of levels of logic that are required for the magnitude of
the glitch due to the radiation event to become smaller than � � VDD, where � < 1.
Note that �.C / is a function of Q, �’, �“, the load driven by C and the input
ordering of C . The values of �.C /, were estimated using SPICE simulations. The
worst case critical depth for any library cell C is obtained (by loading it with a
single fanout load) in these simulations. Also, for n input gates, the output of each
gate was connected to the kth input of the subsequent gates. Then the critical depth
was computed as the worst depth among all the n possible input ordering. In this
manner, the worst case critical depths was computed for all the cells in the library
LIB, for the given values of Q, �’ and �“. Note that the definition of critical depth is
applicable to static CMOS gates only.

6.3.3 Circuit Level Radiation Hardening

A simplistic approach would be to protect each gate in the design using the stan-
dard cell hardening approach proposed in this chapter. However, this would result
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Table 6.1 Glitch magnitude of p-n junction clamping diode for rising pulses (out-
put at logic 0)

Decay time �’ (ps)

Q(fC) 105 115 125 135 145 155 165 175 185

21 0.31 0.29 0.28 0.27 0.26 0.24 0.24 0.23 0.22
22 0.33 0.32 0.29 0.28 0.27 0.26 0.25 0.24 0.23
23 0.34 0.32 0.31 0.29 0.28 0.27 0.26 0.25 0.24
24 0.36 0.34 0.32 0.31 0.29 0.28 0.27 0.26 0.25
25 0.38 0.35 0.33 0.32 0.31 0.29 0.28 0.27 0.26
26 0.39 0.37 0.35 0.33 0.31 0.30 0.29 0.28 0.27
27 0.41 0.39 0.36 0.36 0.33 0.31 0.30 0.29 0.28
28 0.43 0.41 0.38 0.36 0.34 0.33 0.31 0.30 0.29
29 0.45 0.42 0.39 0.37 0.35 0.34 0.32 0.31 0.30
30 0.47 0.44 0.41 0.39 0.37 0.35 0.33 0.32 0.31

Table 6.2 Glitch magnitude of p-n junction clamping diode for falling pulses (out-
put at logic 1)

Decay time �’ (ps)

Q(fC) 105 115 125 135 145 155 165 175 185

21 0.31 0.29 0.28 0.26 0.25 0.24 0.24 0.23 0.22
22 0.32 0.32 0.29 0.28 0.26 0.25 0.24 0.24 0.23
23 0.34 0.32 0.30 0.29 0.28 0.26 0.26 0.25 0.24
24 0.35 0.33 0.32 0.30 0.29 0.28 0.27 0.25 0.25
25 0.36 0.34 0.33 0.31 0.30 0.29 0.28 0.26 0.26
26 0.38 0.36 0.34 0.33 0.31 0.30 0.29 0.28 0.26
27 0.40 0.37 0.35 0.34 0.32 0.31 0.30 0.28 0.28
28 0.41 0.39 0.38 0.35 0.34 0.32 0.31 0.29 0.28
29 0.43 0.40 0.38 0.36 0.35 0.33 0.32 0.30 0.29
30 0.45 0.42 0.40 0.38 0.38 0.34 0.33 0.31 0.30

Table 6.3 Glitch magnitude of diode-connected clamping device for rising pulses
(output at logic 0)

Decay time �’ (ps)

Q(fC) 105 115 125 135 145 155 165 175 185

21 0.33 0.31 0.29 0.27 0.26 0.25 0.23 0.22 0.21
22 0.36 0.33 0.31 0.29 0.27 0.26 0.25 0.24 0.23
23 0.38 0.35 0.33 0.31 0.29 0.28 0.26 0.25 0.24
24 0.40 0.37 0.34 0.33 0.31 0.29 0.28 0.26 0.25
25 0.42 0.39 0.36 0.34 0.32 0.31 0.29 0.27 0.26
26 0.45 0.41 0.38 0.36 0.34 0.32 0.30 0.29 0.27
27 0.48 0.44 0.41 0.38 0.35 0.34 0.32 0.30 0.29
28 0.50 0.46 0.43 0.40 0.37 0.35 0.33 0.32 0.30
29 0.53 0.49 0.45 0.42 0.39 0.37 0.35 0.33 0.31
30 0.56 0.51 0.47 0.44 0.41 0.39 0.36 0.35 0.33
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Table 6.4 Glitch magnitude of diode-connected clamping device for falling pulses
(output at logic 1)

Decay time �’ (ps)

Q(fC) 105 115 125 135 145 155 165 175 185

21 0.32 0.30 0.28 0.27 0.26 0.24 0.23 0.22 0.21
22 0.33 0.31 0.30 0.28 0.26 0.25 0.24 0.23 0.22
23 0.35 0.33 0.31 0.29 0.28 0.27 0.25 0.24 0.23
24 0.38 0.35 0.33 0.31 0.29 0.28 0.26 0.25 0.24
25 0.40 0.37 0.34 0.33 0.31 0.29 0.28 0.26 0.25
26 0.41 0.38 0.36 0.34 0.32 0.30 0.29 0.28 0.27
27 0.43 0.41 0.38 0.35 0.34 0.32 0.30 0.29 0.28
28 0.45 0.43 0.40 0.37 0.35 0.33 0.32 0.30 0.29
29 0.48 0.44 0.42 0.39 0.37 0.35 0.34 0.31 0.30
30 0.50 0.46 0.43 0.40 0.38 0.36 0.34 0.33 0.31

in an exorbitant delay and area overhead for the circuit. Instead, a selective harden-
ing approach in presented where the delay and area overhead is minimized, while
guaranteeing radiation hardness for the circuit.

Let � D maxC .�.C // over all the cells in the library LIB . Given any circuit, one
could protect all gates that are topologically � or less levels away from any primary
outputs of the circuit. In this case, if there is a radiation strike on any protected cell,
it would be eliminated because the cell is protected. If there is a radiation strike on
an unprotected cell, it would be eliminated since the effect of the strike needs to
traverse � or more levels of protected gates before it reaches the output. In either
case, the circuit is tolerant to the radiation event.

A variant of the above approach, which is slightly more efficient, is based on
variable depth protection, and is described in Algorithm 1. It is based on a re-
verse topological traversal of a circuit 	 from its primary outputs. Let deptharray./

be the array of critical depths of all the library cells used in the implementation
of the circuit 	. The algorithm starts with a requirement to protect gates up to a
reverse topological depth D D �.p/, where �.p/ is the critical depth of the gate
at the primary output p. Whenever a gate C with critical depth �.C / is encoun-
tered, the algorithm updates the depth to be protected as D D min.D � l; �.C //.
Here, l is the topological depth of gate C from the primary output p.

6.3.4 Alternative Circuit Level Radiation Hardening

If a large number of gates with high critical depth are present near the primary
outputs of a circuit, then it might be necessary to protect a significant portion of the
circuit using the variable depth protection approach. This will result in large area
and delay overheads. Column 8 of Table 6.5 reports the critical depth of all the gates
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Algorithm 1 Variable Depth Radiation Hardening for a Circuit
variable depth protect .	; deptharray/

for each p 2 PO.	) do
D D �.p/

for each cell C such that p 2 fanouts.C / do
l D topological depth of C from p

D D min.D � l; �.C//

if D > 1 then
Replace C by Chardened

end if
end for

end for

in the library LIB. Observe from this table that the critical depth of the inv2AA gate
is much higher than the rest of the gates in LIB. Therefore, if a large number of
inv2AA gates are present near the primary outputs of a circuit, then the area and
delay overhead of the hardened circuit will be large. Thus, to further reduce the area
and delay overhead associated with variable depth protection scheme, an algorithm
is presented, which attempts to reduce the number of gates with large critical depth
(such as inv2AA) near the primary outputs of a circuit.

The proposed approach to further reduce the area or delay overhead is described
in Algorithm 2. Let 	 be a mapped circuit obtained using library LIB with either area
or delay as a cost function. Also let 	� be the circuit obtained after using the variable
depth protection algorithm on 	. Now, partition 	� into two parts, where the first
part is the unprotected portion of 	�, represented by 
, and the second part is the
protected portion of 	�, represented by �. Then modify the library LIB to obtain
another library L� in which a large area and delay cost are assigned to gates with

Table 6.5 Delay, area, and critical depth of cells

Cell

Reg. Hard. Delay Reg. Hard.
delay delay % ovh. area area Area
(ps) (ps) (�m2) (�m2) % ovh. Depth

inv2AA 24.04 26.24 9.16 1.53 8.15 433.33 4
inv4AA 23.91 22.75 �4:88 2.04 9.60 370.83 1
nand2AA 31.42 33.01 5.06 2.04 9.17 350.00 1
nand3AA 44.92 46.10 2.63 2.55 10.70 320.00 1
nand4AA 62.44 63.34 1.44 3.06 12.23 300.00 1
nor2AA 45.62 48.46 6.24 2.55 10.19 300.00 2
nor3AA 77.15 81.04 5.04 4.59 14.52 216.67 1
nor4AA 92.80 92.74 �0:07 7.13 18.86 164.29 1
and2AA 57.48 58.52 1.81 2.55 10.19 300.00 1
and3AA 76.90 75.67 �1:60 3.06 11.72 283.33 1
and4AA 98.75 99.60 0.86 3.57 12.74 257.14 1
or2AA 71.16 71.00 �0:23 3.57 12.23 242.86 1
or3AA 112.87 113.37 0.44 5.35 15.29 185.71 1
or4AA 125.17 123.51 �1:32 8.15 20.89 156.25 1
AVG 1.76 277.17
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large critical depths (for example inv2AA). Resynthesize � with the new library L�
to obtain ��, which will contain very few gates of high critical depth because of the
high cost associated with them. Then, append 
 to �� and apply the variable depth
protection algorithm on the combined circuit to produce a radiation tolerant circuit
	0. The resulting circuit 	0 as is referred to as the resynthesized hardened circuit in
the sequel.

Algorithm 2 Alternative circuit level radiation hardening
alternative circuit protect .	; L; deptharray/

	� = variable depth protect.	; deptharray/

Partition 	� into (
,�)
L� = modify.L/

�� = re � synthesize.�; L�/

	c = append.
; ��)
	

0

= variable depth protect.	c; deptharray/

6.3.5 Final Circuit Selection

Two different radiation tolerant versions 	� and 	0 of a regular circuit 	 are ob-
tained using the approaches described in Sects. 6.3.3 and 6.3.4. Now obtain the
delay and area associated with both 	� and 	0. The final radiation tolerant circuit
can be obtained by choosing 	� or 	0 such that the area or the delay is minimized.
This approach is referred to as the improved circuit protection approach.

6.4 Experimental Results

The radiation tolerance of both radiation hardened gate structures shown in Figs. 6.1
and 6.2 was simulated in SPICE [29]. A 65 nm BPTM [30] model card was used,
with VDD D 1 V and VTN D jVTPj D 0:22 V.

On the basis of [7], �“ D 45 ps was used. The value of �’ and Q was varied,
to test the proposed radiation hardened gate design against a variety of radiation
conditions.

The performance of both radiation hardened gate designs is summarized in
Tables 6.1–6.4. These tables report the protection results (in terms of the magni-
tude of the radiation-induced voltage glitch) for the (inv2AA) gate, which is the
most radiation sensitive gate in the library LIB. The first two tables report the sim-
ulation results for diode-based clamping, and the latter two describe the results for
device-based clamping. For both styles, the glitch magnitude is reported for varying
values of �’ and Q. The first and third tables report values of the glitch magnitudes
when the output is at logic 0, while the second and fourth correspond to an output
at logic 1.
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Fig. 6.3 Layout of radiation-tolerant NAND2 gate (uses device based clamping)

On the basis of these tables, it can be observed that the regular p-n junction diode
tended to have better protection performance than the diode connected device for the
same active area. However, implementing the p-n junction diodes require a larger
area on account of the spacing requirements of the required wells, which are at dif-
ferent potentials. The diode connected devices share their well with the devices in
the protecting gate, and can be implemented in a more area-efficient manner. Also,
the leakage current of the regular p-n junction diode will be higher under delay
variations, which can lead to a large voltage drop across the diode. Therefore, the
diode-connected devices of Fig. 6.2 were used for hardening gates. Note that the
Schottky diodes can be used instead of regular p-n junction diodes. The Schottky
diodes can be implemented in smaller area compared with the regular p-n junction
diodes. The library LIB consists of inv2AA, inv4AA, and2AA, and3AA, and4AA,
or2AA, or3AA, or4AA, nand2AA, nand3AA, nand4AA, nor2AA, nor3AA, and
nor4AA gates. Layouts were created for both the hardened and regular versions
of all the gates in the standard cell library LIB. Figure 6.3 describes the layout of the
device-based clamping approach, for the nand2AA.

Figure 6.4 describes the voltage waveform at the output of inv2AA, when radi-
ation particle strikes corresponding to Q D 24 fC, �’ D 145 ps, and �“ D 45 ps
were simulated at its output node. The voltage waveform of the unprotected design
experiences a large glitch. If it were captured by a memory element, an incorrect
value would be sampled. The proposed device clamping-based hardened inv2AA
successfully clamps the voltage to a safe level.

Figure 6.5 shows the voltage waveform at the output of a gate, when a current
corresponding to Q D 24 fC, �’ D 145 ps, and �“ D 45 ps is injected into the
protecting node. The voltage waveform of the output node is well within the noise
margins of the gate.

Based on the fact that the device-based protection scheme is used due to its
reduced layout area compared with the diode clamping approach, the largest value
of Q that the inv2AA cell can tolerate (from Tables 6.3 and 6.4) is 24 fC for
�’ D 145 ps. This corresponds to � D 0:35 (i.e., the designs can tolerate a glitch
magnitude of 0.35 � VDD).
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Fig. 6.4 Output voltage waveform during a radiation event on output

Fig. 6.5 Output voltage
waveform during a radiation
event on protecting node

Based on the values of Q D 24 fC, �’ D 145 ps, and �“ D 45 ps, the critical
depth �.C / for each gate C in LIB was computed. The results of this exercise
are presented in Table 6.5, in Column 8. In addition to critical depth, Table 6.5
also reports the worst-case delay (in picoseconds) and the layout area (in �m2) of
each cell in LIB. Columns 2 and 3 report the worst case delay of the unprotected
and protected versions of the cell. Column 4 reports the percentage overhead in
the worst-case delay of the hardened version of each cell compared with its regular
version. Note that the worst-case delay of the protected cell is on an average just
slightly larger than that of a regular cell. Also note that for some cells (inv4AA,
and3AA, etc.), the delay overhead is negative. This is possibly due to the fact that the
leakage current of the hardened version of those cell is greater than the regular cell,
therefore resulting in faster output transitions. Columns 5 and 6 report the layout
area of unprotected and protected versions of cells. The area overhead of hardened
version of each cell compared with its regular version is reported in Column 7.
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Note that the average area overhead is about 277%, which is quite large. Therefore,
the variable depth protection and improved variable depth protection algorithms are
used to harden a circuit, so that only a few gates are replaced with their radiation
tolerant version. This helps in achieving a reduced area overhead.

Table 6.6 reports the delay overhead of the proposed circuit hardening ap-
proaches (	� and 	0) for both area and delay mapped designs. The area overhead
of the radiation tolerant approaches is reported in Table 6.7. Tables 6.9 and 6.10
report the delay and the area overhead, respectively, of the best radiation tolerant
circuit (between 	� and 	0) using delay or area-based mapping. The circuits were
optimized using technology independent optimization in SIS (including redundancy
removal), and were then mapped for area and delay using the 65 nm standard cell
library LIB.

The delay penalty associated with applying the proposed radiation hardening
approaches (	� and 	0) is presented in Table 6.6. Delays were computed using the
sense [31] package in SIS [32], which computes the largest sensitizable delay for a
mapped circuit. In Table 6.6, Columns 2 and 3 report the delay (in picoseconds) of
a regular design and a radiation-hardened area-mapped design (before resynthesis).
Column 4 reports the percentage delay overhead for the radiation-hardened design.
Column 5 reports the delay of resynthesized radiation-hardened area-mapped de-
sign (which are obtained as described in Sect. 6.3.4) and Column 6 reports the
percentage delay overhead for this design. Similarly, Columns 7 and 8 report the
delay (in picoseconds) of a regular design and a radiation-hardened delay-mapped
design (before resynthesis). Column 9 reports the percentage delay overhead for
the radiation-hardened design. Column 10 reports the delay of the resynthesized
radiation-hardened delay-mapped design, and Column 11 reports the percentage
delay overhead for this design. As reported in Table 6.6, the circuit-level delay
overhead of the variable depth protection algorithm is as low as 2.92% on average
for delay mapped designs, and about 1.6% for area mapped designs (before resyn-
thesis). Note that the radiation-hardened designs are generated by replacing regular
gates (which are topologically close to the outputs) by hardened gates. This results in
a large increase in the load capacitance of the regular gates that drive these hardened
gates. As a consequence, the circuit level delay penalty in Table 6.6 is sometimes
larger than the gate-level delay penalty reported in Table 6.5. The circuit-level de-
lay overhead of the resynthesized hardened circuit is 2.63% on average for delay
mapped designs, and about 8.11% for area mapped designs, which is higher than
the delay associated with hardened circuit before resynthesis. For area mapped cir-
cuits, the delay overhead increases (for 	0) because, for resynthesis of the hardened
circuit, first the hardened portion of the circuit obtained from the variable depth
protection algorithm is extracted. Then this subcircuit is resynthesized with a high
cost assigned to gates with a large critical depth, to minimize their utilization. This
increases the utilization of gates with a large input load capacitance and hence, the
load on the unprotected circuit increases, resulting in a delay increase. However, for
delay mapped designs, the delay overhead reduces due to the increased usage of low
overhead (and negative overhead) gates. Also note that in some circuits, the delay
overhead of the hardened circuit is negative. This is due to the increased usage of
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the hardened inv4AA gate, which has a negative delay overhead over the regular
inv4AA gate.

Both the regular and the radiation hardened circuits were mapped using the li-
brary of cells mentioned in the beginning of this section. The resulting designs
were placed and routed using SEDSM [33]. Note that the area overhead due to
the routing of the additional power supplies has been accounted for. The addi-
tional supply lines (VDD D 1.4 V and GND D �0:4 V) were routed as regular signal
lines. This was done because a single radiation particle strike would result in the
clamping action at only one gate in an entire circuit and therefore, wider wires
are not needed for additional supply lines. The area penalty associated with ap-
plying the proposed protection algorithms (	� and 	0) is presented in Table 6.7.
In Table 6.7, Columns 2 and 3 report the placed-and-routed area (in �m2) of a
regular design and the radiation-hardened area-mapped design (before resynthesis).
Column 4 reports the percentage area overhead for the radiation-hardened design.
Column 5 reports the placed-and-routed area of the resynthesized hardened area-
mapped design, and Column 6 reports the percentage area overhead for this design.
Similarly, Columns 7 and 8 report the area (in �m2) of a regular design and a
radiation-hardened delay-mapped design (before resynthesis). Column 9 reports the
percentage area overhead for the radiation-hardened design. Column 10 reports the
placed-and-routed area of the resynthesized radiation tolerant delay-mapped design,
and Column 11 reports the percentage area overhead for this design. Observe from
Table 6.7 that the area overheads on average are larger for area-mapped designs,
which is reasonable since the designs were mapped with an area-based cost function
to start with. The average area penalty was about 45% and 28% for area and delay
mapped designs obtained using variable depth protection approach before resynthe-
sis. However, the area overhead was around 29% and 24% for the resynthesized
area and delay mapped hardened designs. The area overhead of the resynthesized
designs is lower than that of the original designs, since a small number of gates with
high critical depth are used in the resynthesized circuit. The area overhead of either
of the proposed approaches is significantly lower than the area overheads associ-
ated with alternate radiation hardening approaches, which commonly require logic
duplication or triplication. Note that some designs (such as frg2) have a low logic
depth and large number of inputs, and consequently, their area overheads are higher.

Table 6.8 reports the total number of gates and the number of hardened gates in
a circuit resulting from the use of the proposed circuit tolerant approaches (	� and
	0) for both area and delay mapping. In Table 6.8, Columns 2 and 3 report the total
number of gates and the number of hardened gates of a radiation-hardened area-
mapped design (before resynthesis). Columns 4 and 5 reports these numbers for
the radiation-hardened design after resynthesis. Similarly, Columns 5 and 6 report
the total number of gates and the number of hardened gates for radiation-hardened
delay-mapped designs (before resynthesis), and Columns 7 and 8 report these quan-
tities for radiation-hardened delay-mapped designs after resynthesis.

The delay penalty associated with applying the improved circuit protection ap-
proach is presented in Table 6.9. Two different radiation hardened versions (	� and
	0) are available for each design and the best among them in terms of area or de-
lay can be selected. In Table 6.9, Column 2 reports the delay (in picoseconds) of a
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regular area-mapped design. Column 3 reports the delay of radiation-hardened area-
mapped design with the best delay. Column 4 reports the percentage delay overhead
for this design. Column 5 reports the delay of the radiation-hardened area-mapped
design with the best area and Column 6 reports the percentage delay overhead for
this design. Similarly, Column 7 reports the delay (in picoseconds) of a regular
delay-mapped design. Column 8 reports the delay of the radiation-hardened delay-
mapped design with the best delay. Column 9 reports the percentage delay overhead.
Column 10 reports the delay of the radiation-hardened delay-mapped design with
the best area, and Column 11 reports the percentage delay overhead for this design.
Note from this table that the circuit-level delay overhead of the improved circuit
protection algorithm is as low as 0.29% on average for delay mapped designs, and
about �0:14% for area mapped designs.

The placed-and-routed area penalty associated with applying the improved cir-
cuit protection approach is presented in Table 6.10. In Table 6.10, Column 2 reports
the placed-and-routed area (in �m2) of a regular area-mapped design. Column 3
reports the area of the radiation-hardened area-mapped circuits with the best delay.
Column 4 reports the percentage area overhead for the corresponding design. Col-
umn 5 reports the area of the radiation-hardened area-mapped design with the best
area and Column 6 reports the percentage area overhead for this design. Similarly,
Column 7 reports the area (in �m2) of a regular delay-mapped design. Column 8 re-
ports the area of the radiation-hardened delay-mapped circuit with the lowest delay.
Column 9 reports the percentage area overhead for the corresponding circuit. Col-
umn 10 reports the area of the radiation-hardened delay-mapped designs with the
least area, and Column 11 reports the percentage area overhead of corresponding
design. As reported in Table 6.10, the circuit-level area overhead of the improved
circuit protection algorithm is 23.75% on average for delay mapped designs, and
about 29.33% for area mapped designs.

6.5 Chapter Summary

In this chapter, a novel circuit design approach was presented for radiation hardened
digital electronics. The proposed approach uses shadow gates to protect the primary
gate, in case it is struck by radiation. The gate which is to be protected is locally
duplicated, and a pair of diode-connected transistors (or diodes) are connected be-
tween the outputs of the original and the shadow gates. These transistors (diodes)
turn on when the voltages of the two gates deviate during a radiation strike. The
delay overhead of the proposed approach per library gate is about 1.76%. The area
overhead of this approach is 277% per library gate.

In addition, a variable depth protection approach was also presented to perform
circuit-level radiation hardening with very low delay and area overheads. In this
approach, the number of gates that need to be protected are minimized. The result-
ing circuit is made radiation hard, with a very low area and delay penalty (28% and
3% on average, for delay mapped designs) compared with an unprotected circuit. In
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practice, however, a very small fraction of gates need to be protected. Another ap-
proach was presented, which reduces the area and delay penalty based on the desired
cost function. With the improved circuit protection algorithm, radiation tolerant cir-
cuits are obtained with a very low area penalty as low as 23.75% and a delay penalty
as low as �0:14% on average.

It is possible to use the proposed gate level hardening approach to memory el-
ements, or even the gates that drive memory elements. In this way, the approach
presented in this chapter can protect both combinational and sequential circuits
from radiation events. The next chapter describes the split-output-based hardening
approach.
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Chapter 7
Split-output-based Radiation Tolerant Circuit
Design Approach

7.1 Introduction

This chapter presents the second circuit level radiation hardening approach (the
split-output-based hardening approach) developed in this monograph. The split-
output-based hardening approach exploits the fact that if a gate is implemented using
only PMOS (NMOS) transistors, then a radiation particle strike can result only in
logic 0–1 (1–0) flip. On the basis of this observation, radiation hardened variants
of regular static CMOS gates are derived. In particular, the PMOS and NMOS de-
vices of regular gates are separated, and the gate output is split into two signals. One
of these outputs of the radiation tolerant gate is generated using PMOS transistors,
and it drives other PMOS transistors (only) in its fanout. Similarly, the other out-
put (generated from NMOS transistors) only drives other NMOS transistors in its
fanout. Now, if a radiation particle strikes one of the outputs of the radiation tolerant
gate, then the gates in the fanout enter a high-impedance state, and hence preserve
their output values.

Split-output-based radiation hardened gates exhibit an extremely high degree of
radiation tolerance, which is validated at the circuit level. Using these gates, circuit
level hardening is performed based on logical masking, to selectively harden those
gates in a circuit which contribute maximally to the soft error failure of the circuit.
The gates whose outputs have a low probability of being logically masked are re-
placed by their radiation tolerant counterparts, such that the digital design achieves
a soft error rate reduction of a specified amount (typically 90%). Experimental
results demonstrate that this reduction is achieved with a modest layout area and
delay penalty.

In the remainder of this chapter, Sect. 7.2 briefly discusses some additional pre-
vious work (in addition to the previous work presented in Chap. 6) on radiation
hardening of circuits. Section 7.3 describes the split-output clamping-based ra-
diation tolerant combinational circuit design approach. Experimental results are
presented in Sect. 7.4, while the chapter summary is provided in Sect. 7.5.

R. Garg and S. P. Khatri, Analysis and Design of Resilient VLSI Circuits: Mitigating
Soft Errors and Process Variations, DOI 10.1007/978-1-4419-0931-2 7,
c� Springer Science+Business Media, LLC 2010
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7.2 Related Previous Work

In addition to the existing circuit level hardening approaches discussed in Sect. 6.2,
some other approaches [1, 2, 3] use the fact that a particle hit induces a current
which always flows from the n-type diffusion to the p-type diffusion, through a
p-n junction. This means that if a flip-flop is made up of only PMOS (NMOS)
transistors, then a radiation particle strike cannot flip the node voltage from 1 to 0
(0–1). The authors of [1] use this observation to design a radiation hardened flip-
flop (with two inputs and two outputs), by separating the NMOS and the PMOS
transistors in the flip-flop. However, their flip-flop design has significantly higher
leakage currents, since some nodes have nonrail voltages in steady state. The authors
of [2] alleviate this problem by adding a few more transistors to the radiation tolerant
flip-flop design of [1].

In [3], the author borrows the idea of [1] to design a radiation tolerant standard
cell library. However, these hardened cells have significantly larger leakage currents
due to nonrail voltage levels at the output nodes of the gates. This is a significant
problem because leakage power in today’s technologies is comparable to or greater
than switching power [4]. Further, the author of [3] did not describe a methodology
to implement a radiation tolerant circuit using the radiation tolerant standard cell
library, and hence did not report the area and delay overheads of the resulting radi-
ation tolerant circuit. Also, the transistor of radiation tolerant standard cells of [3]
have to be sized very carefully to allow correct operation. In contrast, the radiation
tolerant standard cells proposed in this chapter do not suffer from these issues. This
is described in Sect. 7.3.1.

7.3 Proposed Split-output-based Radiation Hardening

In Sect. 7.3.1, the radiation-tolerant standard cell design approach proposed in this
chapter is described, along with an explanation of how these hardened gates are
derived from regular gates. The circuit level hardening approach is described in
Sect. 7.3.2.1. For circuit hardening, only those gates in a circuit which contribute
maximally toward the soft error failure rate of the circuit are replaced by their hard-
ened counterparts. The circuit level hardening approach presented in this chapter
achieves a soft error failure rate reduction of an order of magnitude (i.e., 90% re-
duction in the soft error rate) for several ISCAS and MCNC benchmark circuits.
Section 7.3.3 presents an analysis to estimate the critical charge for the hardened
circuit obtained by using the approach presented in this chapter.

7.3.1 Radiation Tolerant Standard Cell Design

As mentioned in Sect. 7.2, a radiation particle strike induces a current, which always
flows from the n-type diffusion to the p-type diffusion through a p-n junction [1].
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This implies that if a gate is made up of only PMOS (NMOS) transistors then a
radiation particle strike cannot flip the node voltage from 1 to 0 (0–1). In other
words, if a particle strikes the diffusion of a PMOS transistor of an inverter
(constructed exclusively using PMOS devices) whose output is at logic 1, then
this particle strike will not cause the output node voltage to experience an SET.
Similarly, a particle strike at the diffusion of a NMOS transistor of the inverter
constructed exclusively using NMOS devices (with an output node at logic 0) will
not result in an SET. This is a key idea, which conveys that if a logic circuit is
made up of only PMOS (NMOS) transistors, then that logic circuit will be toler-
ant to node voltage changes from logic values 1 to 0 (0–1). This concept is used in
the hardening approach presented in this chapter to design radiation tolerant stan-
dard cells.

Consider two regular inverters as shown in Fig. 7.1a. Radiation particle strikes at
M1 and M2 of INV1 can result in both positive or negative voltage glitches at the
out1 node (since the PMOS and NMOS transistors are both connected to the out1

node). The voltage glitch at the out1 node can affect the node voltage of out2, which
can lead to a soft error. To avoid an error event due to radiation particle strikes at
the diffusions of M1 or M2, INV1 needs to be hardened. The steps to harden INV1
are as follows.

First, M1 (NMOS) and M2 (PMOS) of INV1 in Fig. 7.1a are separated from
each other, and the resulting circuit is shown in Fig. 7.1b. The inverter INV1 shown
in Fig. 7.1b has 2 inputs (inp and inn) and 2 outputs (out1p and out1n). Both the
inputs and both the outputs of INV1 have the same polarity. Note that the output
nodes out1p and out1n of INV1 drive only PMOS and NMOS transistors of the
gates in their fanout, respectively (out1p drives M4 of INV2 and out1n drive M3
of INV2 in Fig. 7.1b). Also, note that the inverter INV2 is also modified such that
two different input signals (of the same polarity) drive the transistors M3 and M4.
In this chapter, an n input regular gate (such as the inverter INV2 of Fig. 7.1b),
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whose inputs to PMOS and NMOS transistors are separated, is referred to as the
modified regular gate. Note that such a gate has 2n inputs. Also note that a n input
radiation-hardened gate has 2n inputs and 2 outputs.

However, in the INV1 circuit of Fig. 7.1b, out1p (out1n) can only charge
(discharge) to 1 (0). To get the opposite transitions at node out1p and out1n, two
additional transistors M5 (NMOS) and M6 (PMOS) are added, and connected as
shown in Fig. 7.1c. The inverter INV1 of Fig. 7.1c works as follows. Assume that
both inn and inp are at a logic 0 value, and out1p and out1n are at logic 1. Now
assume that both inn and inp transition to logic 1 due to which transistor M1 turns
on and M2 turn off. The turning on of M1 pulls the node out1n down to logic 0,
which then turns on M6. Since M6 is ON, out1p drives a weak logic 01. Both the
out1p and out1n nodes are now at logic 0, because of which the output of INV2
(out2) switches to logic 1. Now when both inputs of INV1 (inn and inp) change to
logic 0, then transistor M1 turns off and M2 turns on. As M2 is on, out1p charges
to logic 1, which turns M5 on and hence, node out1n is pulled to a weak logic 1
(VDD- V M5

T V). Thus, the circuit INV1 of Fig. 7.1c behaves like an inverter, with
the output node out1p (out1n) switching between VDD and jV M6

T j (VDD - V M5
T and

GND). Note that the inverter INV1 of Fig. 7.1c has a high leakage power dissipation
because nodes out1p and out1n switch between nonrail voltage values. Specifically,
when inn and inp are at GND, then out1p is at VDD and out1n is at VDD-V M5

T . Be-
cause of this, M6 is not fully turned off while M2 is completely on. Hence, there is
a static power dissipation through M2 and M6. Similarly, when inn and inp are at
the VDD value, there is a static power dissipation through M5 and M1. Also note
that INV1 of Fig. 7.1c is tolerant to radiation particle strikes at out1p and out1n.
This will be explained shortly, after discussing a modification to the proposed INV1
design of Fig. 7.1c, which is not only tolerant to a radiation particle strike, but also
significantly reduces the static power dissipation. Experimental results show that
this modification yields a reduction in leakage of 2 orders of magnitude.

To reduce the static power dissipation in INV1 of Fig. 7.1c, two more transistors
(M7 and M8) are added to INV1 and the resulting inverter is shown in Fig. 7.1d.
Now when the inputs of INV1 (inn and inp) of Fig. 7.1d are at the GND value,
again the out1n node is at VDD-V M5

T due to which M6 is still not fully turned off.
However, M8 is completely off (since inn is at the GND value) and hence there is no
static power dissipation through M2, M6, and M8. Similarly, there is no static power
dissipation through M7, M5, and M1 when the inputs inn and inp are at the VDD
value. Note that the transistors M5 and M6 of INV1 in Fig. 7.1d are selected to be
low threshold voltage transistors (indicated by a thicker line in the figure). This is
done so as to increase the voltage swing at nodes out1p and out1n, and bring them
closer to the rail voltages. Note that the reduced voltage swings at out1p and out1n

do not increase the leakage currents in INV2 of Fig. 7.1d. This is because when the
node out1p is at the jV M6

T j value, then out1n is at the GND value, because of which
M3 is completely turned off while M4 is turned on. Similarly, when out1p is at the

1 The node out1p falls to jV M6
T j V. Note that V M6

T is the threshold voltage of PMOS transistor M6.
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VDD value then out1n is at VDD-V M5
T , and hence M3 is turned on while M4 is

completely turned off. Therefore, the leakage currents in INV2 do not increase due
to nonrail voltage swing at its inputs.

The inverter INV1 of Fig. 7.1d is tolerant to a radiation strike at out1p and out1n.
Consider the case when the nodes inp and inn are at VDD, which implies that out1p

and out1n are at jV M6
T j and GND, respectively, and out2 is at the VDD value. Now

suppose a radiation particle strikes at node out1p (the radiation particle strikes either
M2 or M6), which increases the voltage at node out1p to VDD (because of the
positive charge collection at out1p). Because of this, M4 of INV2 turns off and M5
turns on. However, the node out1n remains at GND value because M7 is in cutoff.
Therefore, M3 also remains off. Thus, the node out2 remains at the VDD value in a
high impedance state. Eventually, the charge collected at out1p dissipates through
M6 and M8 (since inp and inn are at VDD), which brings the voltage at out1p node
back to jV M6

T j. At this point, M4 turns on again. In this way, a radiation strike at
out1p does not affect the node voltage of out2. Similarly, a particle strike at out1n

does not affect the node out2 when inn and inp are at the GND value.
To summarize, a radiation particle at out1p (out1n) node can only result in a

positive (negative) glitch, since only PMOS (NMOS) transistors are connected to
it. Also this positive (negative) glitch at out1p (out1n) does not propagate to out2.
This is because the out1p (out1n) node drives only the PMOS (NMOS) transistor
of INV2, which goes into cutoff mode when a positive (negative) glitch appears at
out1p (out1n) node. A radiation particle strike at M8 can be of any significance
only when out1p is at the VDD value (since a radiation particle strike at the NMOS
transistor can only result in a negative glitch). However, when out1p is at VDD, M6
is turned off and hence a particle strike at M8 does not affect the node voltage of
out1p. Similarly, a radiation particle strike at M7 does not affect the voltage of the
out1n node. In this way, INV1 of Fig. 7.1d is tolerant to radiation particle strikes
since a particle strike at either of its output nodes does not affect the output of its
fanout gates (out2 of INV2 in Fig. 7.1). To validate this analysis, inverters INV1
and INV2 of Fig. 7.1d were implemented using a 65 nm PTM [5] model card with
VDD D 1.0 V. Radiation particle strikes were simulated at out1p (at time D 0.8 ns)
and out1n (at time D 2.4 ns) nodes, with Q D 150 fC, �’ D 150 ps and �“ D 38 ps.
The values of Q, �’ and �“ were obtained from [6]. The voltage waveforms at
out1p, out1n, and out2 are shown in Fig. 7.2.

Note that the inverter INV1 of Fig. 7.1c is also tolerant to radiation particle strikes
in a similar manner as INV1 of Fig. 7.1d. The radiation tolerant standard cell library
designed by the author of [3] is similar to the inverter INV1 of Fig. 7.1c. However,
there are many issues associated with it. First, there is a static power dissipation in
the INV1 of Fig. 7.1c as described earlier. Second, the transistor M2 and M6 (M1
and M5) of INV1 have to be sized very carefully to allow for correct inverter oper-
ation. The transistor M1 (M2) is sized larger than M5 (M6). Last, when a radiation
particle strike at out1p results in a positive glitch at out1p, M5 turns on and hence,
the voltage at node out1n is determined by the relative drive strength of M1 and
M5. Therefore, a small positive glitch can occur at out1n (as M1 is sized larger than
M5), which can turn on M3 for long enough to pull the node out2 low. In contrast to
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Fig. 7.2 Radiation particle strike at out1p and out1n of INV1 of Fig. 7.1d

the radiation tolerant inverter design of [3] (or the INV1 of Fig. 7.1c), the radiation
tolerant inverter design, which is proposed in this chapter (shown in Fig. 7.1d), does
not suffer from these issues. The leakage currents of INV1 of Fig. 7.1c and INV1
of Fig. 7.1d were also extracted through SPICE simulations. The leakage currents
of INV1 of Fig. 7.1c are 0.939 �A and 1.936 �A when both inputs (inp and inn) are
at logic 0 and 1, respectively. In contrast, the leakage currents of the radiation hard-
ened inverter INV1 of Fig. 7.1d are 12.7 nA and 13.5 nA (for logic 0 and 1 at both
inputs). Therefore, as mentioned earlier, the radiation hardened gates proposed in
this chapter have 2 orders of magnitude lower leakage compared with the hardened
gates of [3]. Figure 7.1e also shows the symbolic diagram of the radiation tolerant
inverter (INV1) and the modified regular inverter (INV2) of Fig. 7.1d.

The radiation hardening approach described above can be applied to any static
CMOS gate, including complex gates. Figure 7.3 shows radiation tolerant NAND2,
NAND3, NOR2, and NOR3 gates designed using this approach. Figure 7.4 shows
the modified regular NAND2, NAND3, NOR2, NOR3 gates. As shown in Fig. 7.3a,
the radiation tolerant 2-input NAND (NAND2) gate has a total of 4 inputs and 2
outputs. The inputs in1p and in1n (in2p and in2n) correspond to the first input in1
(second input in2) of a regular 2-input NAND gate. The two outputs out1p and
out1n of the radiation tolerant 2-input NAND gate of Fig. 7.3 drive the PMOS and
the NMOS transistors of the gates in its fanout. In general, an n-input static CMOS
gate requires 4n C 2 transistors when implemented using the radiation hardening
approach proposed in this chapter, in contrast to 2n transistors for its regular static
CMOS counterpart.
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7.3.2 Circuit Level Radiation Hardening

To keep the area and delay overhead low, selective hardening needs to be performed
by only protecting those gates in a circuit that have a significant contribution to the
soft error failure rate of the circuit. Whether a voltage glitch induced by a radia-
tion particle strike at any gate in a circuit that propagates to the primary outputs
and results in a failure depends upon three masking factors: logical, electrical, and
temporal masking, as described in Sect. 1.1.

The sensitive gates in a circuit are those gates that have small values for these
masking factors, and hence these gates contribute significantly to the soft error
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failure of the circuit. These are the gates in a circuit which are needed to be protected
by replacing them with the hardened gates presented earlier, to significantly improve
the radiation tolerance of the circuit. The split-output-based hardening approach
uses logical masking to identify such sensitive gates in a circuit. The approach used
to identify these gates is described next.

7.3.2.1 Identifying and Protecting Sensitive Gates in a Circuit

To identify the sensitive gates in a circuit, a measure of the logical masking at all
gates in the circuit is computed. The logical masking at a gate is computed as the
probability of the absence of a functionally sensitizable path from the gate to any
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primary output of the circuit. The computation of the probability of logical masking
at a gate is carried out in the same manner as proposed in [6], as described later in
this section. As mentioned in [6], the probability of logical masking (PLM) at a gate
G is 1 � P G

Sen, where P G
Sen is the probability of sensitization of gate G. The prob-

ability of sensitization is defined as the probability of the existence of at least one
functionally sensitizable path from the gate G to any primary output of the circuit.

To calculate the probability of sensitization PSen, N random vectors were ap-
plied to primary inputs of a circuit. For each vector, fault simulation was performed
on all gates in the circuit to determine whether the fault is sensitized and observ-
able at one or more primary output. For a gate G, the number of vectors (SG) that
were able to sensitize any fault (both G-stuck-at-1 and G-stuck-at-0) at G to the
primary output(s) is recorded. Note that SG is the summation of the number of vec-
tors, which simulate the fault at G (when the output of G is at logic 0 or logic 1).
Now the sensitization probability for the gate G (P G

Sen) is calculated as SG=N. The
value of N used was 10,000. A gate which has high probability of sensitization is a
sensitive gate which needs to be protected.

After computing the sensitization probabilities (or logical masking probabilities)
for all the gates in the circuit (	), the sensitive gates are identified and protected
using Algorithm 3. For a given circuit 	, all gates G 2 	 are sorted in a decreas-
ing order of their sensitization probabilities, and stored in a list LIST. Then the top
K gates in the LIST are protected (by replacing them with the hardened gates de-
signed in Sect. 7.3.1) so that the required tolerance against radiation particle strikes
is achieved. The resulting hardened circuit is referred as 	�.

In this work, a circuit is called protected when the soft error rate reduces by an
order of magnitude. To achieve this, it is required to protect gates in list LIST (in
decreasing order of sensitization probability) until 90% coverage is achieved. The
coverage is defined as [6].

Coverage D

X
8 hardened gate G2��

P G
Sen

X
8 gate G2�

P G
Sen

� 100: (7.1)

Algorithm 3 Radiation Hardening for a Circuit 	

Harden circuit.	/

LIST D sort.G 2 	; P G
Sen/

i D 0

while required tolerance to radiation is not achieved do
G D LIST.i/

Replace G by Ghardened

i D i C 1

end while
return 	�
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Fig. 7.5 Part of a circuit
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It was demonstrated in [6] that coverage is a good estimate for soft error failure
rate reduction. Ninety percent coverage corresponds to an order of magnitude reduc-
tion in the soft error rate. To achieve 90% coverage, K gates have to be protected
using Algorithm 3. Note that a gate G is protected by replacing it with its hard-
ened version, which is obtained by the gate hardening technique as described in
Sect. 7.3.1. For example, consider a circuit fragment shown in Fig. 7.5a. Note that
all the gates in Fig. 7.5a are regular gates. Suppose that the gate G1 has a very high
sensitization probability and it needs to be protected such that a radiation particle
strike at its output should not affect the gates in its fanout (G2). To achieve this,
the gate G1 of Fig. 7.5a is replaced with the hardened inverter gate of Fig. 7.1d. The
resulting circuit is shown in Fig. 7.5b. While replacing the gate G1 with its hard-
ened version, it is also required to replace all the regular gates in its fanout (G2)
with their modified regular gates,2 because a hardened gate has two outputs (one
output drives only PMOS transistors of the gates in its fanout, and the second drives
only the NMOS transistors of the fanout gates of G1). Therefore, G2 in Fig. 7.5a
is also replaced by its modified regular version in Fig. 7.5b. To verify that this re-
placement strategy works, the circuit shown in Fig. 7.5b was implemented using a
65 nm PTM [5] model card, and radiation particle strikes were simulated at nodes
cp (at time D 0.8 ns) and cn (at time D 2.4 ns) with Q D 150 fC, �’ D 150 ps, and
�“ D 38 ps. The waveform at nodes cp, cn, and d are shown in Fig. 7.6. Figure 7.6
shows that the radiation particle strikes at cp and cn do not have any detrimental
effects on the voltage at node d . Hence, the hardening technique proposed in this
chapter is able to selectively harden G1 of Fig. 7.5a.

The gates at the primary output of a circuit are always sensitive and have a sen-
sitization probability equal to 1. Therefore, these gates are always replaced by their
hardened counterparts. However, the replacement of a regular gate (which has one
output) with its hardened counterpart results in two outputs. Therefore, the two
outputs of each hardened gate that drives the primary outputs of the circuit now

2 As mentioned earlier, a modified regular n-input gate is same as the regular n-input gate with its
inputs to the PMOS and the NMOS transistor disconnected from each other resulting in total of
2n-inputs. For example, INV2 of Fig. 7.1d is a modified regular inverter. The gate of Fig. 7.4a is a
modified regular NAND2 gate.
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Fig. 7.6 Waveforms at nodes cp, cn, and d of Fig. 7.5b

need to drive a flip-flop (which samples the primary output values). In the proposed
approach, the radiation tolerant flip-flop design proposed in [2] (shown in Fig. 7.7)
is utilized. This flip-flop design is widely used to implement radiation tolerant VLSI
circuits. The radiation tolerant flip-flop of [2] has dual inputs, which correspond
to the input D of the regular flip-flop. One of the 2 inputs of the radiation tolerant
flip-flop only drives PMOS transistors, and the other input drives only NMOS tran-
sistors. Therefore, the hardened gates designed in Sect. 7.3.1 are compatible with
radiation tolerant flip-flop of [2].

7.3.3 Critical Charge for Radiation Hardened Circuits

The waveforms shown in Figs. 7.2 and 7.6 suggest that even a large amount of
charge dumped by a radiation strike at the output of the proposed hardened gate
will not affect the fanout gates’ output. Therefore, the approach of Sect. 7.3.2 for
circuit level radiation hardening provides 90% coverage against radiation particle
strikes from very high energy radiation particles. However, the frequency of circuit
operation imposes a limit on the magnitude of the charge dump that can be tolerated
by a hardened circuit implemented using the hardening approach proposed in this
chapter. This is explained next.

Consider a portion of a hardened circuit as shown in Fig. 7.8a. The waveform of
the various nodes, along with CLK, are shown in Fig. 7.8b. In Fig. 7.8b, dark lines
correspond to the normal operation (no radiation particle strike). The clock period
of the hardened circuit is T and the propagation delay of INV2 is d . Assume out1p

and out1n switch from logic low to high at t1. Now assume that a high energy
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Fig. 7.7 Radiation tolerant flip-flop

radiation particle strikes the out1p node sometime before t1. The particle induces
a voltage glitch with the pulse width greater than T and the voltage glitch rises
before t1 and falls after T C t1. As the node out1p switches to logic 1 before t1

(while out1n is at logic 0); therefore, the node out2 enters the high impedance state.
At time t1, out1n also switches high (since in switches to a low value). Now out2

comes out of the high impedance state and switches to logic 0 at the same time as in
normal operation. Now at time T Ct1, out1n switches to logic 0, and hence the out2

node again enters a high impedance state (since out1p is still at logic 1 due to the
radiation strike). When out1p fall to logic 0 then out2 switches to logic 1 as shown
in Fig. 7.8b. However, note that the rising out2 transition is delayed in comparison
to the normal operation. Because of this, the primary output computation may get
delayed, potentially resulting in a circuit failure. If the voltage glitch at out1p had
fallen on or before T C t1, then the out2 node would have switched at the same time
as in normal operation, and hence no circuit failure would have been encountered.
Thus, the pulse width of the voltage glitch induced by a radiation particle strike at
out1p should be less than the clock period T . Hence the critical charge (Qcri) for
the circuit is the maximum amount of charge deposited by a radiation particle such
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Fig. 7.8 (a) Circuit under consideration, (b) Waveform at different nodes

that a voltage glitch of pulse width T is encountered in the circuit. As reported in
Sect. 7.4, a very large amount of charge should be dumped by a radiation particle to
generate a voltage glitch with the pulse width equal to the clock period of a design.
This experiment was conducted for the smallest (most sensitive to radiation) gate in
the library used in the work presented in this chapter. This is quantified in Sect. 7.4.
It was found that the proposed approach is extremely robust to radiation strikes.

Now consider a radiation particle strike just after t1 C d , at node out1n. Because
of the particle strike, out1n switches to logic 0 at t1 C d , out2 enters the high
impedance state with the correct logic value of 0. Even if the pulse width of the
negative voltage glitch at out1n is greater than T , it is of no consequence to the
node voltage of out2. This is because at time T C t1 out1p switches to logic 0,
hence out2 switches to logic 1 at the same time as in normal operation. However, if
a radiation particle strikes the out1n node between t1 and t1Cd , then out2 enters the
high impedance state with the wrong logic value of 1 (since out1n switched to logic
0 before the out2 node switches to logic 1). Hence, out1n is vulnerable to a radiation
strike when the gates (whose one of the input is out1n) is switching their outputs.
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To summarize, the maximum tolerable radiation-induced glitch width for the
proposed approach is T . Also, the hardened gates designed in this chapter are vul-
nerable to radiation particle strikes during the time when their fanouts are computing
their outputs. For the circuit shown in Fig. 7.8a, INV1 is vulnerable to radiation par-
ticle strikes only between t1 and t1 C d . However, the probability of a particle to
strike the out1n node during this time interval is very low3 and hence, it does not
have any impact on the reduction of the overall soft error rate obtained by the pro-
posed approach.

The hardening approach proposed in this monograph can tolerate radiation-
induced voltage glitches with a maximum width of T , the clock period of the design.
Hence, the proposed hardening approach can provide tolerance against radiation
particles of very high energy. In the experimental section, the critical charge (Qcri)
values for various benchmark circuits that are hardened using the proposed approach
is reported, to support this claim.

7.4 Experimental Results

The performance of the circuit hardening approach proposed in this chapter was
evaluated by applying it to several ISCAS and MCNC benchmark circuits. A stan-
dard cell library (LIB) was implemented using 65 nm PTM [5] model cards, with
VDD = 1.0 V. The library (LIB) consists of regular INV2X, INV4X, NAND2,
NAND3, NOR2, and NOR3 gates. The modified regular versions, as well as the
hardened versions of all the regular gates in the library LIB were also designed. The
layouts were created for all these gates using CADENCE SEDSM [9] tools. Sev-
eral ISCAS and MCNC benchmark circuits were mapped using LIB, for both area
and delay optimality. From a mapped design, first the sensitization probability of all
the gates in the design was computed. Then the sensitive gates in the design were
selectively hardened (to achieve a 90% reduction in soft error rate) based on their
sensitization probability, using Algorithm 3. The area and the delay results of the
regular (unhardened) and the hardened circuits are reported in Tables 7.1 and 7.2.

Table 7.1 reports the layout area results for several benchmark circuits, which are
mapped for both area and delay optimality. Note that the layout area for a design was
computed by adding the layout area of all the gates in the circuit. Column 1 reports
the circuit under consideration. Columns 2 and 3 report the area (in �m2) of the
regular and hardened (obtained using the approach proposed in this chapter) area
mapped designs, respectively. Column 7 (8) report the area of regular (hardened)
delay mapped designs. Column 4 (9) reports the percentage area overhead for the

3 As per [7, 8], the maximum solar proton fluence for particles of energy > 1 MeV based on the
JPL- 1991 model is 2:91�1011/cm2/year with 99% confidence. The maximum area of a hardened
gate in the library used in this work is 7:69 � 10�8cm2 and the maximum delay of any gate is
70 ps. Using these values, it can be shown that the probability of a radiation particle to strike out1n

between t1 and t1 C d is 4:96 � 10�14.
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Table 7.2 Delay overheads and Qcri of the proposed radiation hardened design approach

Area map Delay map

Regular Hardened Regular Hardened
Ckt (ps) (ps) %Ovh. Qcri(fC) (ps) (ps) %Ovh. Qcri(fC)

alu2 1,068.28 1,309.45 22.58 >650 893.62 1,129.06 26.35 >650
apex7 495.00 636.84 28.65 520 451.95 565.13 25.04 330
C1355 636.95 830.21 30.34 >650 639.86 799.49 24.95 >650
C1908 924.56 1,206.91 30.54 >650 926.47 1,205.01 30.06 >650
C3540 1,217.71 1,582.78 29.98 >650 1,139.45 1,530.20 34.29 >650
C432 856.80 1,120.31 30.76 >650 839.02 1,094.36 30.43 >650
C499 670.97 868.22 29.40 >650 655.22 784.30 19.70 >650
C880 923.22 1,157.03 25.32 >650 879.10 1,069.67 21.68 >650
dalu 909.35 1,241.81 36.56 >650 821.68 1,157.31 40.85 >650
alu4 679.15 818.10 20.46 >650 625.48 751.79 20.20 >650
frg2 679.32 905.38 33.28 >650 818.30 1,098.05 34.19 >650
AVG 28.90 27.98

radiation-hardened area (delay) mapped designs. Column 5 (10) reports the number
of gates in the area (delay) mapped designs. The number of hardened gates in the
area (delay) mapped designs is reported in Column 6 (11). Observe from Table 7.1
that the average area overhead for the proposed hardening approach is 62.4% and
58.15%, for area and delay mapped designs, respectively. Also, on average, the ratio
of the number of hardened gates and the total number of gates in the area and delay
mapped designs is 63.1% and 58.7%, respectively.

The delay penalty associated with applying the proposed radiation hardening
approach is presented in Table 7.2. Note that the delay for a design reported in
Table 7.2 is the summation of the combinational circuit delay (D), the setup time
(Tsu) of the flip-flop and the clock to output (Tcq) delay of the flip-flop. Therefore,
Table 7.2 reports the clock period (T D D C Tsu C Tcq) of a design. The delay
of a regular design is obtained by using a static timing analysis tool. The static
timing analysis tool was modified to compute the delay of the radiation hardened
designs. First, all hardened gates were characterized to construct two-dimensional
pin-to-output delay lookup tables for different load values on the two outputs (outp

and outn). Note that for any hardened gate, the output outp falls after the falling of
outn, and outn rises after the rising of outp. Therefore, the rising (falling) delay of a
hardened gate is obtained from the rising (falling) delay of the outn (outp) node. Af-
ter the characterization of all hardened gates, the modified static timing analysis tool
was used to compute the delay of the radiation hardened circuits using these two-
dimensional delay lookup tables. Tsu and Tcq were obtained using an unhardened D
flip-flop for the regular design, and a radiation tolerant flip-flop [2] for the hardened
design. Table 7.2 also reports the critical charge value for the radiation hardened de-
sign. Column 1 reports the circuit under consideration. Columns 2 and 3 report the
clock period (in ps) for a regular area mapped design and the hardened area mapped
design. Column 4 reports the percentage delay overhead (or clock period overhead)
for the radiation-hardened design. Columns 5 report the critical charge (in fC) for
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the hardened design, computed as described in Sect. 7.3.3. Note that the Qcri value is
obtained for �’ D 150 ps and �“ D 38 ps, as reported in [6]. The smallest gate in LIB
was used to find this value. Columns 6–9 report the same results as Columns 2–5,
but for delay mapped designs. As reported in Table 7.2, the average delay overhead
of the proposed radiation hardening approach is 28.9% and 28% for area and delay
mapped designs, respectively. Also, the critical charge for the radiation hardened de-
sign is a very large value. Traditional radiation hardening approaches such as [6,10]
protect against radiation strikes of at most �150 fC. For all but one hardened de-
sign obtained using the proposed approach, the critical charge is greater 650 fC4 for
�’ D 150 ps and �“ D 38 ps. Therefore, for all practical purposes, the proposed
radiation hardening approach provides 90% coverage (i.e., a reduction of the soft
error rate by an order magnitude) against very high energy radiation particle strikes.

Table 7.3 reports the area and delay overheads of the radiation hardened designs
obtained using the approach proposed in this chapter, to achieve 100% coverage for
both area and delay mapped designs. The overheads reported in Table 7.3 are the
percentage area and delay overheads of the hardened circuits, compared with their
regular counterparts. Note that the actual area and delay numbers of the regular cir-
cuits are reported in Tables 7.1 and 7.2. Table 7.3 shows that for 100% coverage, the
proposed hardening approach results in a 97.74% area overhead and a 44.32% delay
overhead on average, for area mapped designs. For delay mapped designs, the area
overhead is 96.49% and the delay overhead is 47.61%. Note that the area and the de-
lay overheads for 100% radiation tolerance are approximately 50–60% higher than
the area and the delay overheads for 90% coverage. Note that this design point is ap-
pealing since it protects 100% of the circuit against significantly larger Qcri values

Table 7.3 Area and delay overheads of the proposed radiation hardened de-
sign approach for 100% coverage

Area map Delay map

Ckt % Area ovh. % Delay ovh. % Area ovh. % Delay ovh.

alu2 97.86 39.76 97.21 48.27
alu4 97.87 39.22 97.18 44.42
apex7 97.47 40.56 96.04 41.40
C1355 97.27 45.93 96.37 44.97
C1908 97.41 47.33 95.82 49.13
C3540 98.55 46.83 97.35 47.95
C432 98.49 44.62 97.06 47.32
C499 97.09 45.96 95.91 45.07
C880 97.7 44.90 96.66 46.83
dalu 97.98 49.53 96.4 52.05
frg2 97.4 42.85 95.4 56.31
AVG 97.74 44.32 96.49 47.61

4 The pulse width of the voltage glitch induced by a radiation particle strike with Q > 650 fC
saturates to a value of 660 ps.
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a

Area Overhead

b

Delay Overhead

Fig. 7.9 Area and delay overhead of our radiation hardening design approach for different cover-
age

than has been reported in the literature. Of course, for soft error rate reductions
lower than 100%, these overheads can be significantly reduced, described next.

Figure 7.9 shows the average area and delay overheads of the radiation hardened
designs, obtained by using the split-output-based hardening approach for different
coverage values. In Fig. 7.9, AM (DM) corresponds to area (delay) mapped designs.
As shown in Fig. 7.9, initially both the area and delay overheads increase linearly
with an increasing coverage value, for coverage less than �80%. However, for cov-
erage values greater than 80%, the area and delay overheads increase super-linearly
with increasing coverage. Thus, the optimal coverage value for the split-output-
based hardening approach is about 80%. For 80% coverage, the average area and
delay overheads for area (delay) mapped designs are 48.7% and 22.4% (44.7% and
20.8%), respectively.

From Figs. 7.2 and 7.6, it can be concluded that the proposed radiation tolerant
standard cells can tolerate high energy radiation particle strikes without affecting the
state of gates in their fanout. Also Tables 7.1 and 7.2 show that the circuit radiation
hardening technique proposed in this chapter provides good soft error rate reduction
(by an order of magnitude) with a modest area overhead of 60% and delay overhead
of 29% on average. The critical charge of the hardened circuit obtained using the
proposed approach is also a very large value (>650 fC in all but one example), which
ensures correct circuit functionality in a heavily radiation prone environment.

7.5 Chapter Summary

This chapter presents a new radiation tolerant CMOS standard cell library, and
demonstrates its effectiveness in implementing digital circuits. It is known that if a
gate is implemented using only PMOS (NMOS) transistors, then a radiation particle
strike can result only in a logic 0–1 (1–0) glitch. This concept was applied to derive
radiation hardened standard cells. The radiation hardened gates exhibit an extremely
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high degree of radiation tolerance and significantly reduced leakage compared with
competing approaches. This is validated through circuit simulations at the circuit
level. The work presented in this chapter also implemented circuit level hardening
using logical masking, to selectively harden those gates in a circuit which contribute
most to the soft error failure rate of the circuit. The gates with a low probability of
logical masking are replaced by radiation tolerant gates from the new library, such
that the digital design achieves 90% soft error rate reduction. Experimental results
validate the claims of high radiation tolerance. A 90% reduction in SER is achieved
with an area (delay) penalty of 62% (29%) for area mapped designs.
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Part II
Process Variations



Chapter 8
Sensitizable Statistical Timing Analysis

8.1 Introduction

As described in Chap. 1, with the continuous scaling of the minimum feature sizes
of VLSI fabrication processes, variations in key MOSFET and interconnect param-
eters are increasing at an alarming rate [1,2,3]. The increasing variability of device
and interconnect parameters makes the task of designing reliable VLSI systems
difficult. Thus, it is essential to use a statistical analysis of timing to evaluate the
performance of a combinational circuit under variations. Also, design methodolo-
gies to implement variation tolerant circuits need to be developed and validated by
statistical timing analysis tools.

In this monograph, a sensitizable statistical timing analysis approach is devel-
oped, to improve the accuracy of timing analysis under process variations. The
sensitizable statistical timing analysis approach is referred to as StatSense, and it
is described in this chapter. Two design approaches are also developed to improve
the process variation tolerance of combinational circuits and voltage level shifters
(which are used in circuits with multiple interacting supply domains), respectively.
The process variation tolerant design approach for combinational circuits is dis-
cussed in the next chapter. In Chap. 10, the process variation tolerant voltage level
shifter design is described.

In recent times, statistical static timing analysis (SSTA) has received significant
attention in both academe and industry. Although a lot of research has suggested
that SSTA is essential for timing closure in contemporary VLSI design, this new
method of timing analysis has not been readily accepted by chip designers. It is not
just the reticence of designers toward adopting a new design methodology that is
preventing/slowing the adoption of this new timing approach. There is also a legiti-
mate concern that the results of SSTA tend to be overly pessimistic. Besides, SSTA
takes longer to run. Also, the adoption of SSTA requires a greater effort during the
gate library characterization of VLSI design phase. Designers are hence skeptical
about the benefits of this new timing analysis methodology.

The are many factors that contribute to the inaccuracies of SSTA, and many of
them are dependent on the method used for the analysis. Some of these factors are:

1. Spatial correlations of process variations

R. Garg and S. P. Khatri, Analysis and Design of Resilient VLSI Circuits: Mitigating
Soft Errors and Process Variations, DOI 10.1007/978-1-4419-0931-2 8,
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2. Correlations of the delays of different circuit paths
3. In block-based SSTA [4], the PDF (probability density function) that results

from the maximum operation of two PDFs is approximated to have a Gaussian
distribution

4. False paths in the circuit
5. Representation of gate delay distribution. Usually, a single distribution for each

pin to output delay for a gate is used. However, accuracy would be improved if
one distribution is used for each input vector transition

The last two issues mentioned above are also sources of pessimism for cur-
rent SSTA tools. Most static timing analysis (STA) tools (and their statistical
counterparts) do not consider false paths. Also these tools assume that the delay dis-
tributions of all gates in a design are Gaussian. However, the delay distribution of a
gate is not necessarily Gaussian. In fact, the delay distribution for a multi-input gate
is Normal for each input vector transition that causes a change on the gate output.

The StatSense approach proposed in this chapter deals with these two issues.
StatSense consists of two phases. In the first phase, a set of N logically sensitiz-
able vector transitions that result in the largest delays for a circuit are obtained. In
the second phase, these delay-critical sensitizable input vector transitions are prop-
agated using a Monte-Carlo-based technique, to obtain a delay distribution at the
outputs. The specific input transitions at any gate are known after the first phase,
and so the gate delay distributions corresponding to these input transitions are uti-
lized in the second phase. The second phase performs Monte-Carlo-based SSTA,
using the appropriate gate delay distribution corresponding to the input transition
for each gate. In this way, StatSense also implicitly considers path correlations and
does not approximate gate delay PDFs to Gaussian distributions (since it does not
require the computation of the MAX of two PDFs).

The rest of the chapter is organized as follows. Section 8.2 briefly discusses pre-
vious work on statistical timing analysis of combinational circuits. The proposed
StatSense approach is described in Sect. 8.3. Experimental results are presented in
Sect. 8.4, followed by a chapter summary in Sect. 8.5.

8.2 Related Previous Work

The idea of statistical timing analysis has been a subject of research for several
years. Some of the early works in this field include [5, 6]. The recent growth of
interest in this field has been driven primarily due to the fact that process variations
are growing larger and less systematic.

Most of the techniques that perform statistical timing analysis are based on the
principles of STA. STA computes the (pessimistic) worst case delay of a circuit
by propagating the worst case arrival time at the nodes of a circuit (in a topolog-
ical manner from inputs to outputs). The arrival time at the output of each gate is
the MAX of the SUM of the gate’s delay and the arrival time of its inputs. Since
most STA approaches utilize STA to propagate delay, they are often called SSTA
approaches.
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There are two broad classes of SSTA algorithms – path-based and block-based.
In path-based algorithms, a set of paths is selected for a detailed statistical analysis,
which is performed by Monte-Carlo techniques. In each iteration, delay computation
is performed in a breadth first manner from circuit inputs to outputs, using STA. In
block-based algorithms, delay distributions are propagated by traversing the circuit
under consideration in a levelized breadth-first manner. The fundamental operations
in a block-based SSTA tool are the SUM and the MAX operations. Most block-
based SSTA algorithms rely on efficient ways to implement these SUM and MAX
operations for delay distributions, rather than for discrete delay values (which STA
uses). Block-based algorithms tend to be faster, while path-based algorithms are
more accurate and provide more realistic statistical timing estimates [7].

In [4], the authors present a technique to propagate probability density functions
(PDFs) through a circuit in the same manner as arrival times of signals are propa-
gated during STA. Using principal component analysis (PCA), they also demon-
strate the ability to handle spatial correlations of process parameters. While the
SUM operation used (for adding 2 Gaussian distributions) yields another Gaussian
distribution, the MAX of 2 or more Gaussian distributions is not a Gaussian distribu-
tion in general. For the sake of simplicity and ease of calculation, the authors of [4]
approximate the MAX of 2 or more Gaussian distributions to be Gaussian as well.

In [7], a canonical first-order delay model is proposed, and an incremental
block-based timing analyzer is used to propagate arrival times and required times
through a timing graph in this canonical form. One of the major contributions of the
algorithm proposed in [7] is that it allows the statistical timing engine to be used in
an incremental manner.

In [8,9,10], the authors note that accurate SSTA can become exponential. Hence,
they propose faster algorithms that compute bounds on the exact result.

In [11], a block-based SSTA algorithm is discussed. By representing the arrival
times as cumulative distribution functions (CDFs) and the gate delays as PDFs, the
authors claim to have an efficient method to do the SUM and MAX operations. They
decompose the CDF into a sum of ramps and the PDF into a sum of step signals. This
discretization helps to make the SUM and MAX operation more efficient. The accu-
racy of the algorithm can be adjusted by choosing more discretization levels. Recon-
vergent fanouts are handled through a statistical subtraction of the common mode.

In [12], the authors propagate gate delay distributions (PDFs) through a circuit.
The key contribution of [12] is that PDFs are discretized to help make the operation
more efficient. Here too, the accuracy of the result is dependent on the discretization.

The common theme in all of the above works is that they are based on the
STA framework. Hence, only the structurally long paths are identified through these
algorithms. The authors of [13] identify this deficiency and come up with a SSTA
flow that considers false paths. Their flow consists of two phases. In the first phase, a
regular SSTA (using worst-case statistical timing information) is performed to iden-
tify the structurally long paths. Each of these paths are then checked to see if they are
logically sensitizable. In the second phase of the flow, another SSTA is performed
for just the logically sensitizable paths, to check if they are “timingly true.” A path
is timingly true if the transitions on the path cannot be invalidated by other off-path
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inputs. The SSTA is done using Monte-Carlo-based techniques. Although the au-
thors of [13] reduce pessimism by considering false paths, they do not address the
pessimism that arises from using a single Gaussian gate delay distribution for any
gate.

In [14], a bound-based technique was proposed to identify the top timing-
violating paths in a circuit under variability. The authors of [14] verified the
correctness and accuracy of their approach and found that their approach finds delay
critical paths of a circuit under variations with good fidelity. Note that the approach
of [14] can be extended to obtain the sensitizable delay critical input vector transi-
tions, which are required in the second phase of the StatSense approach.

Thus, traditional approaches for STA of a circuit tend to be overly pessimistic,
and hence pose tighter design constraints on the VLSI circuit designers. Therefore,
more accurate STA tools are desired, to simplify the designers task.

8.3 Proposed Sensitizable Statistical Timing Analysis Approach

The StatSense approach eliminates false paths and also accounts for the fact that
the delay of a gate has different normal distributions for different input transitions,
which cause an output transition. As mentioned earlier, the StatSense approach
consists of two phases. In the first phase, a set of N logically sensitizable vector
transitions that result in the largest delays for the circuit are obtained. In the second
phase, these delay-critical sensitizable input vector transitions are propagated using
a Monte-Carlo-based technique, to obtain a delay distribution at the outputs. The
specific input transitions at any gate are known after the first phase, and so the gate
delay distributions corresponding to these input transitions are utilized in the second
phase. The second phase performs Monte-Carlo-based SSTA, using the appropriate
gate delay distribution corresponding to the input transition for each gate.

In the remainder of this section, these two phases are described, along with a
discussion on how input arrival times are propagated for any gate.

8.3.1 Phase 1: Finding Sensitizable Delay-critical Vector
Transitions

To ensure that the time is not needlessly spent on performing statistical analysis on
false paths, a user-specified number N of sensitizable vector transitions (that result
in the largest delays for the circuit) are first obtained. This is done using the sense
[15] package in SIS [16]. Sense uses a boolean satisfiability (SAT) [17,18,19] solver
to verify if a particular delay (initially set to the delay found from a STA run) is
sensitizable. As a consequence, sense is NP complete. Efficient implementations of
this algorithm [15, 20] exist, and have been demonstrated to work on large designs.
If there is no satisfiable input vector that produces the delay obtained by the STA, the
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delay value is reduced in steps until a delay D value is reached that has a satisfying
vector (a vector on the primary inputs that has a delay D) is obtained. In its original
implementation, sense returns only the maximum sensitizable delay of the circuit.
On the basis of the theory of the sensitizable timing analysis methodology of sense
[15], the resulting delay that is reported by the approach is the largest delay for
the design to reach a stable output state. The sense routine was modified to return
the final vector on the primary inputs, as well as all the possible initial vectors on
the primary inputs, that cause the maximum sensitizable delay. A change from any
initial vector to a final vector is referred to as a vector transition. The set of N input
transitions is stored in an array for use in the second phase of the proposed statistical
timing flow.

After obtaining the first largest sensitizable delay vector, the complement of this
delay vector is inserted (as a SAT clause) in sense’s SAT routine, and then sense is
run again to get the next critical vector. For example, if the vector V that produced
the largest sensitizable delay D at output z is abc (where a, b, and c are the primary
inputs involved in the sensitizable critical delay transition), then the clause added is
.a C b C c C z/. When sense is called again, it returns the vector transition resulting
in the next largest sensitizable delay. Note that different vector transitions sensitize
different structural paths. This process is continued until the top N delay-critical,
sensitizable vector transitions are collected. Note that the value of N is specified by
the user. It can be decided based on the desired accuracy, and the time available for
computation.

In [13], the authors find a set of logically sensitizable paths from a given set of
structurally long paths (found from an initial STA). Then from this set, they sepa-
rately find a subset of paths that are “timingly true.”

In the proposed approach, sense returns vector transitions that are logically
sensitizable and timing true. There is no separation of the two properties (logic
sensitizability and timing trueness). Sense performs its analysis using nominal gate
delay values. The statistical analysis is done only on the N primary input vector
transitions that sense declared to be critical and sensitizable.

Once sense returns a set of N critical vector transitions, these vector transitions
are then used to find the statistical distribution of the circuit delay due to these vector
transitions. A primary input vector transition may induce an input transition on each
gate of the design, for which the appropriate gate delay distribution is selected for
further statistical processing. Also, the arrival times for the gate are propagated in a
manner that exploits the fact that the input transition at the gate are known. This is
explained in the following section.

8.3.2 Propagating Arrival Times

In a regular STA, the structurally worst delay is obtained. However, StatSense uses
the fact that the specific transitions at the inputs of a gate, which cause the output
node to switch, are known. The details of how this is done is explained with the
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Table 8.1 Transitions for
a NAND gate that cause its
output to switch

Rising transition # ab ! ab Delay(ps)

1 11 ! 00 30.5
2 11 ! 01 50.5
3 11 ! 10 53.0
Falling transition # ab ! ab Delay(ps)
1 00 ! 11 55.3
2 01 ! 11 46.5
3 10 ! 11 42.7

example of a NAND2 gate, which is assumed to be part of a larger circuit. First,
consider just the nominal delay of a NAND2 gate.

Table 8.1 is a list of input transitions that cause the output of the NAND gate to
change its logic value. Let ATfall

i denote the arrival time of a falling signal at node i

and ATrise
i denote the arrival time of a rising signal at node i .

In the case of regular STA, the rising time (delay) at the output c of a NAND2
gate is calculated as

ATrise
c D MAXŒ.ATfall

a C MAX.D11!00; D11!01//;

.ATfall
b C MAX.D11!00; D11!10//�;

where Dxy!pq is the delay of the output when the inputs change from xy to pq.
Also, MAX.D11!00; D11!01/ is often referred to as the pin-to-output rising delay
from the input a, while MAX.D11!00; D11!10/ is referred to as the pin-to-output
rising delay from the input b.

Similarly, in STA, the falling time (delay) at the output c of a NAND2 gate is
given by

ATfall
c D MAXŒ.ATrise

a C MAX.D00!11; D01!11//;

.ATrise
b C MAX.D00!11; D10!11//�;

where MAX.D00!11; D01!11/ is often referred to as the pin-to-output falling
delay from the input a, while MAX.D00!11; D10!11/ is referred to as the pin-
to-output falling delay from input b.

For example, if the worst case falling or rising arrival time at inputs a and b

was 10 ps and 35 ps, respectively, then the rise delay at c would be calculated to
be = MAX.10 C 50:5; 35 C 53:0/ D 88:0 ps as shown in Fig. 8.1. Similarly for a
falling c output, the delay would be MAX.10 C 55:3; 35 C 55:3/ D 90:3 ps (shown
in Fig. 8.1). However, this is a pessimistic method of calculating the delay. The
StatSense approach attempts to remove some of this pessimism.

First consider the rising output. The output of the NAND2 gate switches high
when any of the two inputs switches low. From the output of sense, the actual vector
transition that causes the largest delay for a given circuit can be found. This primary
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Fig. 8.1 Arrival time propagation using a NAND2 gate

input vector transition induces a transition on the gate inputs. Assume that this input
transition was 11 ! 00 for the NAND2 gate. A naive way of calculating the delay
would be to state that the delay would be given by

ATrise
c D MAX.ATfall

a ; ATfall
b / C D11!00:

Assuming again that the arrival times at inputs a and b were 10 ps and 35 ps,
respectively, the delay would be then be calculated as MAX.10; 35/ C 30:5 D 65:5.
However, it is known that the output would start switching before 65.5, since signal
a arrives earlier than signal b. As a result, the gate effectively goes through the
transition 11 ! 01 ! 00 rather than 11 ! 00 directly. Note that the output of the
NAND2 gate falls for the vector 01 as well. Hence, StatSense calculate the delay
to be

ATrise
c D MIN..ATfall

a C D11!01/; .ATfall
b C D11!00//:
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In this example, the delay estimated by StatSense is hence MIN.10 C 50:5; 35 C
30:5/ D 60:5 (shown in Fig. 8.1). Note that the minimum of two delays is used
in this case since any one input falling causes the output to switch. Also note that
the delay calculated (60.5 ps) is much smaller than the worst case delay calculated
using regular STA (88.0 ps) (shown in Fig. 8.1). The reduction in pessimism in the
proposed approach occurs due to the fact that the information about the input tran-
sition for the gate is available.

Now consider the case of the falling output. The output of the NAND2 gate
switches low only when both the inputs switch high. Again, StatSense uses the fact
that sense provides the actual vector transition that caused the critical delay. Assume
that the induced input transition for the NAND2 gate was 00 ! 11. A naive way of
calculating the delay would be to state that the delay is

ATfall
c D MAX.ATrise

a ; ATrise
b / C D00!11:

Assuming again that the arrival times at inputs a and b were 10 ps and 35 ps, re-
spectively, the delay would be calculated as MAX.10; 35/C55:3 D 90:3. However,
a arrives earlier than b. As a result, the gate effectively goes through the transition
00 ! 10 ! 11 rather than 00 ! 11 directly. Hence, in the StatSense approach, the
delay is calculated to be

ATfall
c D MAX..ATrise

a C D00!11/; .ATrise
b C D10!11//:

In this example, the delay is hence MAX.10 C 55:3; 35 C 42:7/ D 77:7. Note
that the maximum of two delays is used in this case since both inputs need to
switch to cause the output to switch. Also note that the delay calculated (77.7 ps)
is smaller than the worst case delay calculated using regular STA (90.3 ps) as shown
in Fig. 8.1.

These results are shown graphically in the Figs. 8.2 and 8.3. These plots show
the arrival time of the output c of a NAND2 gate, for the 00 ! 11 and 11 ! 00

transitions, respectively. The arrival time of one of the inputs a is fixed to zero,
and the arrival time of the other input b swept between �100 ps and 100 ps. The
propagated delays are shown for STA and StatSense, along with the delay found
by SPICE [21]. Figures 8.4 and 8.5 show the same data for the NOR2 gate. As
can be seen from these plots, the method that is used by StatSense to calculate the
arrival times for multiple switching inputs matches SPICE quite accurately and is
significantly better (less pessimistic) than a traditional STA method for computing
arrival times.

Similarly, equations are derived to calculate the arrival times for an arbitrary gate,
depending on the input transitions at that gate. Consider a NAND3 gate with inputs
fa; b; cg. First, assume that the inputs of the NAND3 gate change as follows:

000 ! 100 ! 110 ! 111
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Fig. 8.2 Plot of arrival times at output of NAND2 gate calculated through various means for the
transition 00 ! 11
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Fig. 8.3 Plot of arrival times at output of NAND2 gate calculated through various means for the
transition 11 ! 00

The output of the NAND3 gate switches low only when the inputs are 111. Hence
the delay of the gate would be calculated as follows:

ATfall
out D MAXŒ.ATrise

a C D000!111/; (8.1)

.ATrise
b C D100!111/; (8.2)

.ATrise
c C D110!111/�:

Now consider a NAND3 gate with its output rising. Let the inputs change as
below
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Fig. 8.4 Plot of arrival times at output of NOR2 gate calculated through various means for the
transition 00 ! 11
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Fig. 8.5 Plot of arrival times at output of NOR2 gate calculated through various means for the
transition 11 ! 00

111 ! 011 ! 001 ! 000

In this case, the output of the NAND3 gate starts switching high when at least
one of the inputs is logic 0. Hence, the delay of the gate would be calculated as:

ATrise
out D MINŒ.ATfall

a C D111!011/; (8.3)

.ATfall
b C D111!001/; (8.4)

.ATfall
c C D111!000/�:
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An extension to handling delay distributions is easily done by simply considering
the distribution to be made of several distinct delay values, obtained from the PDF
of the gate delay.

8.3.3 Phase 2: Computing the Output Delay Distribution

In the second phase of StatSense, Monte-Carlo analysis is performed on the sensi-
tizable vector transitions that result in the largest delays for the circuit (which were
computed in the first phase, described in Sect. 8.3.1). In each of the STA runs for
Monte-Carlo analysis, arrival times are propagated as described in Sect. 8.3.2. Since
the primary input vector transitions may induce transitions on the input of each gate,
the delay distribution of the gate for the corresponding gate input transition is used.
A random value of the gate delay is computed from this distribution. This is done for
each gate in the circuit. Finally, STA is performed using these delay values. The re-
sulting maximum delay over all the outputs is used to compute the worst case delay
distribution of the circuit.

In a NAND2 gate, there are three different input rising transitions that cause an
output falling transition (these are shown in the bottom half of Table 8.1). For any
iteration of STA, if the value of delay for one of the three transitions (say 00 ! 11)
is chosen to be �00!11 C n�00!11, then the value of the other two transitions (01
! 11, 10 ! 11) used is �01!11 C n�01!11 and �10!11 C n�10!11, respectively.

8.4 Experimental Results

To demonstrate the effectiveness of the StatSense approach, it was tested for sev-
eral circuits from the ISCAS89 and MCNC91 benchmark suite. A 0.1 �m BPTM
process [22] model card was used for all SPICE [21] simulations. A standard cell
library LIB was designed, which consisted of 8 cells. The 8 cells were INV2X,
INV4X, NAND2, NAND3, NAND4, NOR3, NOR3, NOR4.

All standard cells in LIB were precharacterized to construct a table of values for
the mean and standard deviation of the delay of each transition (that causes a change
in the output). This precharacterization was done for a set of load capacitance val-
ues. This precharacterization was done using SPICE. The parameters considered to
be varying, along with their variations, are given in Table 8.2. As reported in this
table, all parameters were modeled such that their � is 5% of their �. The threshold
voltages and the channel lengths of the devices in a gate were assumed to vary in
the same manner. Thus, all process parameters within a gate were assumed to be
perfectly correlated.

The characterization results for a NAND2 gate (with a load capacitance of
6 fF) are shown in Figs. 8.6 and 8.7. Figure 8.6 shows the delay histogram for the
three vector transitions, which result in a rising output. These vector transitions are
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Table 8.2 Parameters with
their variation

Parameter Nominal value �

L 0.1 � 0.005 �

VTN 0.2607 V 0.013 V
VTP 0.3030 V 0.01515 V
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Fig. 8.6 Characterization of NAND2 delay for all input transitions which cause a rising output.
(a) 11 ! 00, (b) 11 ! 01, and (c) 11 ! 10

11 ! 00, 11 ! 01, and 11 ! 10. Note that each of these vector transitions exhibit
different output delay distributions. Similarly, Fig. 8.7 shows the delay histogram for
the three vector transitions, which result in a falling output. These vector transitions
are 00 ! 11, 01 ! 11, and 10 ! 11. Note that each of these vector transitions
also exhibit different output delay distributions. The mean and standard deviation of
the distributions of each of these vector transitions were computed and used in the
second phase of the proposed algorithm.

During the timing analysis phase of the StatSense approach, the mean and stan-
dard deviation of the delay for a given load capacitance value was obtained by
interpolating between the capacitance values for which the precharacterization was
performed.

Next, the first phase of the StatSense approach was carried out. Sense was used
to find the top few sensitizable critical delays and their corresponding input vector
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Fig. 8.7 Characterization of NAND2 delay for all input transitions which cause a falling output.
(a) 00 ! 11, (b) 01 ! 11, and (c) 10 ! 11

transitions. The result of the first phase of the StatSense approach is a set of vector
transitions on the primary inputs of the circuit. The experiments were performed
for N D 75 (or 50 or 25) primary input vector transitions that result in the largest
circuit delay.

For the second phase of the StatSense approach, these transitions were propa-
gated throughout the circuit. Since the input transition at each gate is known, the
arrival time propagation methodology explained in Sect. 8.3.2 was used to compute
the arrival time at the gate output. The output delay of the circuit was obtained
by performing a linear traversal of the circuit in levelized order. This step of
propagating circuit delays is done 1,000 times (or as many times as is required to get
a reasonably stable and accurate estimate of the mean and standard deviation of the
maximum delay of the circuit). For each of these 1,000 iterations, a random value of
delay is chosen for each gate, for the relevant input vector transitions for that gate.
This random value is chosen from a Gaussian distribution with a � and � derived
from the precharacterized table of values for each gate, for the appropriate input
transition at that gate. Note that the � and � used for any gate correspond to the
vector transitions that appear at that gate when the primary input vector transition is
applied.

Tables 8.3 and 8.4 describe the results of experiments conducted to compare
StatSense with SSTA. The major goal of the work presented in this chapter is to
make SSTA more accurate. Hence, the StatSense approach was compared with
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Monte-Carlo-based SSTA, which is considered to be most accurate [23]. It is well
known that block-based SSTA sacrifices some accuracy for speed due to approxi-
mations when propagating PDFs (especially when computing the MAX of two or
more PDFs). Both StatSense and Monte-Carlo-based SSTA were implemented in
SIS [16]. These data (the mean and the standard deviation of the delay of each
transition) obtained from characterization of all standard cells in LIB were used for
both StatSense and Monte-Carlo-based SSTA. The SSTA experiments in this table
were conducted using 10,000 iterations. The StatSense iterations were computed
using 1,000 iterations per primary input vector transition. StatSense computes the
� and � of the delay of a circuit by taking the statistical maximum of the delay
distributions of all input vector transitions. The statistical maximum was computed
as follows. First, a random delay value for each input vector transitions of a circuit
is obtained using their corresponding delay distributions. Then the maximum delay
value across all vector transitions is selected to obtain the delay of the circuit. This
process is repeated a large number of times (10,000) to obtain the final delay distri-
bution of the circuit. Note that in the all results presented in this section, the average
of the runtime ratios are computed using a geometric mean, because of the high
variability of these ratios. Also note that the runtimes include the time required to
obtain the delay-critical vector transitions (Phase 1 of the StatSense approach) and
the time required to perform Monte-Carlo iterations for all input vector transitions
obtained from Phase 1. In Table 8.3, Column 1 lists the circuit under consideration.
Columns 2 through 4 list the �, � , and � C 3� delays (in ps) returned by SSTA.
Column 5 lists the SSTA runtime. All runtimes in this table are in seconds. Columns
6 through 11 list the results for StatSense, when N D 75 input vector transitions
were simulated. Columns 6 through 8 list the �, � , and � C 3� delays (in ps) re-
turned by StatSense. Column 9 reports the ratio of the � C 3� value returned by
StatSense, compared with that returned by SSTA. Note that StatSense, on average,
returns a much lower worst case circuit delay (the � C 3� delay) than SSTA. This
illustrates the pessimism of SSTA, and validates the claim that StatSense reduces
this pessimism. Columns 10 and 11, respectively, list the runtime for StatSense and
the ratio of this runtime vs. the runtime of SSTA. On average, note that StatSense
(run with 75 input vector transitions) requires about 2.5� more runtime than SSTA.
In Table 8.4, Columns 2 through 7 (and 8 through 13) have the same information as
Columns 6 through 11 of Table 8.3, except that the StatSense simulations for these
columns were performed using 50 (and 25) input vector transitions (which result
in the largest sensitizable circuit delay). The StatSense approach with 50 (25) in-
put vector transitions is referred to as StatSense50 (StatSense25). The purpose of
this experiment was to verify if the StatSense runtime can be reduced by simulating
fewer input vector transitions. By comparing Columns 9 of Table 8.3 with columns
5 and 11 of Table 8.4, it can be observed that there is no appreciable loss of fidelity
when 25 input vector transitions are used instead of 75 or 50. The worst case cir-
cuit delay (the � C 3� delay), averaged over all designs, is almost identical in all
cases. The benefit of using 25 input vector transitions is indicated in Column 13 of
Table 8.4, which shows that on average, StatSense (with 25 input vector transitions)
requires 5% less runtime than SSTA.
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Fig. 8.8 Delay histograms for (a) SSTA, (b) StatSense, and (c) SPICE (for apex7)

In spite of the fact that SSTA conducts 10,000 STA iterations, and StatSense con-
ducts 75,000 (or 50,000 or 25,000 for StatSense50 and StatSense25, respectively)
iterations, the runtime of StatSense is not 7.5� (or 5� or 2.5�) that of SSTA but
rather it is 2.49� (or 1.74� or 0.95�) that of STA. This is because StatSense per-
forms an event driven delay simulation. Whenever there is no transition at the output
of a gate g, delay computations for gates in the fanout of g are avoided. This pruning
is not possible in SSTA.

Figure 8.8 illustrates the delay histogram obtained by SSTA (with 50,000 STA
iterations) along with the delay histogram obtained by StatSense and SPICE (with
50 input vector transitions simulated). These histograms were obtained for the
apex7 example. For each input vector transition in StatSense and SPICE, 1,000
Monte-Carlo iterations of delay computation were performed. This figure shows
how the pessimism of SSTA is alleviated by StatSense. This figure also shows that
the delay distribution obtained by StatSense closely matches with the delay distri-
bution obtained by SPICE. However, the SSTA method of [13] (which is the best
know previous approach) results in 12% higher delay values than SPICE.

As mentioned earlier, StatSense addresses two sources of pessimism in SSTA.
These two sources are: false paths in a circuit, and the representation of gate delay
distributions. Tables 8.3 and 8.4 report the results obtained when both these issues
are addressed simultaneously. To evaluate the accuracy gained by each of these
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issues separately, Monte-Carlo-based SSTA simulations were performed on 50 sen-
sitizable paths (the same paths which are obtained by StatSense50). In other words,
Monte-Carlo-based SSTA analysis was performed on sensitizable paths of the cir-
cuits (after eliminating the false paths). Table 8.5 compares the results obtained from
Monte-Carlo-based SSTA with and without false path elimination, and StatSense
(which eliminates false paths and also models input vector transition based gate de-
lays) with 50 input vector transitions. For each of the 50 input vector transitions,
1,000 Monte-Carlo simulations were performed. In Table 8.5, Column 1 reports the
circuit under consideration. Columns 2 through 4 list the �, � , and � C 3� delays
(in ps) returned by SSTA (without false path elimination). Columns 5 through 7 list
the �, � , and � C 3� delays (in ps) returned by StatSense50. Column 8 reports the
ratio of the � C 3� value returned by StatSense50, compared with that returned by
SSTA. Columns 10 through 12 list the �, � , and � C 3� delays(in ps) returned by
performing Monte-Carlo-based SSTA on 50 sensitizable paths, which are obtained
by StatSense50 (henceforth referred to as “SSTA with false path elimination”). Col-
umn 13 reports the ratio of the � C 3� value returned by SSTA without false paths,
compared with that returned by SSTA (with false paths). Observe from Table 8.5
that StatSense50 on average reduces the error in the estimation of the worst case
circuit delay by 19% compared with the Monte-Carlo-based SSTA (without false
path elimination). Out of this 19% reduction, 9% is due to the false path elimination
(as observed from the results of SSTA with false path elimination in Table 8.5) and
10% is due to the use of different delay distributions for different input transitions
(which cause a change in the output) for all gates in LIB. Therefore, to improve the
accuracy of SSTA, it is important to consider both false paths in the circuit and also
use different delay distributions for different input transitions at a gate (as done by
StatSense).

8.4.1 Determining the Number of Input Vector Transitions N

The number of input vector transitions required to perform an accurate statistical
timing analysis can be obtained as follows. Note that as the number of input vector
transitions N is increased, the mean delay increases, while the standard deviation
decreases. After a certain number N1 of input vector transitions, the mean and the
standard deviation of the delay will not change with an increase in the number of
input vector transitions. This implies that when N � N1, then all delay critical input
vector transitions have already been considered and the new input vector transitions
(the .N1 C 1/th, .N1 C 2/th, ... vectors) do not become ever critical under pro-
cess variations. Therefore, N1 input vector transitions are sufficient for an accurate
statistical delay estimation. Although this method for calculating N was not used
in this work, based on the results it is expected that N1 is close to 75 for all the
benchmark circuits analyzed in this work.
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8.5 Chapter Summary

In recent times, the impact of process variations has become increasingly significant.
Process variations have been growing larger and less systematic with each process
generation. In response to this, there has been much research in extending tradi-
tional STA so that it can be performed statistically. The resulting SSTA approaches
are, however, still quite pessimistic. This pessimism arises from the fact that most
STA tools and their statistical counterparts do not consider false paths. The second
major source of pessimism is that statistical static timing analyzers assume rising
and falling delay distributions for all gates in a design to be a single Gaussian. How-
ever, the delay distribution of a gate is not necessarily Gaussian. In fact, the delay
distribution for a multi-input gate is Gaussian for each input vector transition that
causes a change on the gate output.

This chapter presented a sensitizable SSTA (which is referred to as StatSense)
technique to overcome the pessimism of SSTA. The StatSense approach implicitly
eliminates false paths, and also uses different delay distributions for the different in-
put transitions of any gate. These features enable the StatSense approach to perform
less conservative timing analysis than the SSTA approach. Experimental results
show that on average, the worst case (� C 3�/ circuit delay reported by StatSense
is about 19% lower than that reported by SSTA.

The next chapter describes a process variation tolerant combinational circuit de-
sign approach developed in this monograph.
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Chapter 9
A Variation Tolerant Combinational Circuit
Design Approach Using Parallel Gates

9.1 Introduction

The increasing variation in device parameters leads to large variations in the perfor-
mance of different die of the same wafer, resulting in a significant yield loss. This
yield loss translates into higher manufacturing costs. Therefore, it is important to
design process variation tolerant circuits, to improve yield and lower manufactur-
ing costs.

In this monograph, two design approaches are developed to improve the process
variation tolerance of combinational circuits (described in this chapter) and voltage
level shifters (discussed in the next chapter), respectively.

The process variation tolerant design approach for combinational circuits pro-
posed in this chapter exploits the fact that random variations can cause a significant
mismatch in the electrical performance of two identical devices placed next to each
other on the die. In the proposed approach, a large gate is implemented using an
appropriate number (>1) of smaller gates, whose inputs and outputs are connected
to each other in parallel. This parallel connection of smaller gates to form a large
gate is referred to as a parallel gate. Since the L and VT variations are largely ran-
dom (as discussed in Chap. 1) and have independent variations in the smaller gates,
the variation tolerance of the parallel gate is improved. The parallel gates are im-
plemented as single layout cells. By careful diffusion sharing in the layout of the
parallel gates, it is possible to reduce the input and output capacitance of the gates,
thereby improving the nominal circuit delay as well. An algorithm is also presented
to selectively replace critical gates in a circuit by their parallel counterparts, to im-
prove the variation tolerance of the circuit. Experiment results presented in Sect. 9.4
demonstrate that this process variation tolerant design approach achieves significant
improvements in circuit level variation tolerance.

The rest of the chapter is organized as follows. Section 9.2 briefly discusses
some previous work in this area. In Sect. 9.3, the proposed process variation tol-
erant design approach for combinational circuits is described. Experimental results
are presented in Sect. 9.4, followed by the chapter summary in Sect. 9.5.

R. Garg and S. P. Khatri, Analysis and Design of Resilient VLSI Circuits: Mitigating
Soft Errors and Process Variations, DOI 10.1007/978-1-4419-0931-2 9,
c� Springer Science+Business Media, LLC 2010
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9.2 Related Previous Work

As mentioned in the previous chapter, process variation tolerant design has been an
active research topic for several decades. Various approaches have been developed to
efficiently analyze the effects of variations on the performance of a circuit [1,2,3,4]
as well as to design process variation tolerant circuits [5, 6, 7, 8].

To perform statistical circuit analysis and optimization, it is important to identify
and characterize variation sources. Different circuit structures are reported [9,10,11,
12] to characterize and extract process variations (for both random and systematic
variation components). In [10], significant variations were observed in the extracted
threshold voltage values, and large mismatches were observed in adjacent SRAM
devices fabricated in a 65 nm process. It was also argued that the large variation in VT

is mainly due to the random dopant fluctuations. The authors of [12] observed that
the variations in L, VT and mobility are major contributors to the overall variations
in the performance of a circuit fabricated in a 65 nm SOI process. The variations in
L and VT were found to be normally distributed, with negligible spatial correlation
[12]. This suggests that random variations are becoming more problematic than the
systematic variations.

To evaluate the performance of a circuit under process variations, statistical tim-
ing analysis of a circuit is typically performed [1,2,3,4,13]. Some of the statistical
timing analysis approaches have already been discussed in Chap. 8.

In [5], the authors perform gate sizing to improve the variation tolerance of digital
circuits at the expense of an increase in the mean delay of the circuit. Thus, this
approach does not improve the timing yield. A bidirectional adaptive body bias
(ABB) technique is used to compensate for parameter variations in [14]. In this
technique, a nonzero voltage is applied between the body and the source terminal
to control the threshold voltage of transistors (and hence the speed of a circuit).
In [15,6], the authors use both adaptive body bias (ABB) as well as adaptive supply
voltage (ASV) to reduce the impact of the process variations. Using this technique,
the number of die accepted in the highest three frequency bins increases to 98%
[15] from 58%. Although ABB with ASV is very effective in improving yield, this
technique can only be used to compensate for systematic variations. It is not feasible
to apply a different body bias (and/or different supply voltages) to different gates in
a circuit to compensate for random variations. Therefore, ABB (with or without
ASV) cannot be used to deal with random variations. Since the variations of L and
VT are mostly random in nature, there is the need to develop techniques to reduce the
impact of these random variations. Also, with diminishing feature sizes, the body
effect coefficient is decreasing [16] and therefore, ABB-based approaches will not
be effective for future technologies.

In [17], the authors present a defect tolerant design technique for nanodevices.
In their approach, redundancy is added at the transistor level by replacing each tran-
sistor by a “quadded transistor.” This is done to improve the functional reliability
of a design against permanent defects such as stuck-open,stuck-shorts, and bridges.
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Since each transistor in a design is replaced by 4 transistors, the area overhead of
this approach is very large (>100% as reported in the paper). Another defect tolerant
approach was presented in [18], where the authors duplicate transistors in a voter
circuit to improve the functional reliability of triple modulo redundancy based fault-
tolerant systems. The area overhead of this approach is also very high (�228%).
The approaches of [17] and [18] try to improve only the functional reliability of a
design at the cost of area and delay overheads. These approaches do not reduce the
variability in the performance of the design, which is the goal of the work presented
in this chapter. In contrast to these approaches, the proposed approach splits transis-
tors to reduce both the mean and the standard deviation of the delay of a circuit.

9.3 Process Variation Tolerant Combinational Circuit Design

In Sect. 9.3.1, the variations considered in this chapter are described. Section 9.3.2
describes the proposed variation tolerant standard cell design approach. To improve
the variation tolerance of a circuit, the gates in the circuit whose random variations
result in a significant variability in the delay of the circuit are to be replaced by
their variation tolerant counterparts. A circuit level approach proposed to improve
variation tolerance is described in Sect. 9.3.3.

9.3.1 Process Variations

In this work, random variations in the L and VT parameters of devices are con-
sidered, since these are the key parameters for determining the performance of a
circuit. The authors of [12] extracted the variations in L and VT for devices fab-
ricated in a 65 nm SOI process. They found that the L and VT of transistors are
normally distributed and vary independently. The ratio of the standard deviation to
the mean is 5% for L, and 9% for VT. Based on this, both L and VT of transis-
tors are assumed to vary independently. Also, the standard deviation of L (�L) is
taken to be 5% of its nominal value [12]. The standard deviation of the thresh-
old voltage �VT is a function of square root of the width (W ) of a transistor, i.e.,
�VT .W / / 1=

p
W [19,20,21]. In [21], it is also reported that the �VT of transistors

varies with the channel width by a factor of at most 2. In other words, the �VT of a
very large device is approximately half of the �VT of the smallest device [21]. This
observation is based on extracted data from several test chips. Thus, the �VT for the
smallest device (with a width of W D Wmin)1 is taken to be 9% of the nominal
threshold voltage value [12]. The largest �VT for any device is taken to be 4.5%.

1 The smallest device is a device with a width of 2� the feature size (or Lmin). For a 65 nm process,
the smallest device has a width Wmin D 130 nm.
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The �VT for an arbitrary device with a width of W is obtained using the following
relation:

�VT .W / D max

(
�VT.Wmin/

r
Wmin

W
;

�VT .Wmin/

2

)
: (9.1)

9.3.2 Variation Tolerant Standard Cell Design

Random variations can cause a significant mismatch in the electrical performance
of two identical devices placed next to each other. This phenomenon is utilized to
design variation tolerant standard cells. Consider a 4� inverter shown in Fig. 9.1a.
Assume that the transistor M1 (M2) of the 4� INV of Fig. 9.1a is implemented as
a single NMOS (PMOS) transistor in the layout. This 4� INV is referred to as a
regular inverter (an inverter implemented using a single PMOS and a single NMOS
transistor). The L and VT of M1 and M3 can vary randomly, which will directly
affect the delay of the 4� INV, as well as the slew at the node out . This can also
increase the delay variability of the circuit in which this inverter resides. To reduce
the delay variability and the slew of the output of this INV due to random variations
in L and VT, the 4� INV is implemented by connecting two 2� inverters in parallel
as shown in Fig. 9.1b. This implementation of the 4� INV (as shown in Fig. 9.1b) is
referred as a “parallel” inverter. The parallel 4� INV is more tolerant to the random
variations than a regular 4� INV since the variations in the L and VT of transistors
M1 and M3 are independent, and hence they tend to cancel each other. Similarly, the
L and VT variations of transistors M2 and M4 tend to cancel each other. Thus, the
impact of random variations on the delay (and the slew) of the output of the parallel
4� INV is lower than that of the regular 4� INV. Monte-Carlo simulations were

in

2 − 2X INV

M2

M1 M3

M4

outin out

M2

M1

1 − 4X INV

Fig. 9.1 4� inverter implementations
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in2

in1

Regular NAND2 Parallel NAND2

out

in2

in1

out

a b

Fig. 9.2 2 input NAND gate: (a) regular, (b) parallel

performed to verify that the parallel 4� INV is more tolerant to random variation
than the regular 4� INV. The results are presented in Sect. 9.4.

Using this approach, a variation tolerant complex gate G of size k� is designed
by implementing it as a parallel connection of 2 (or more) smaller gates of size
k=2� (or k=3�, k=4�, ...), with the same functionality as the gate G. In other
words, instead of using large PMOS and large NMOS transistors to implement G,
small PMOS and NMOS transistors are used, and connected in parallel to improve
the variation tolerance of G. Figure 9.2 shows the regular and the variation tol-
erant (parallel) versions of a 2-input NAND gate. Note that the number of small
transistors that can be connected in parallel to implement a large transistor (inside
a gate) is constrained by the width of the smallest device that can be fabricated.
This fact is taken into consideration while designing variation tolerant parallel gates.
For example, in a regular NOR2 gate of minimum size, both NMOS transistors are
of minimum width. Therefore, in the parallel version of this gate, there are still 2
minimum width NMOS transistors (connected to the two inputs). Since the PMOS
transistors of the regular NOR2 gates are 5� devices, they can be implemented us-
ing smaller PMOS transistors connected in parallel. Layouts were created for regular
and parallel versions of all gates in the library (LIB) used in this work. The parallel
gates were implemented as single layout cells. The same cell height was used for
the regular and the parallel versions of any gate. This permits seamless placement
and routing of a circuit using both regular as well as parallel gates. Since the par-
allel gates utilize more transistors than their regular counterparts and both have the
same height, the layout area of a parallel gate is more than that of the corresponding
regular gate (since a larger cell width is needed to include more transistors in the
parallel gate). To limit the area overhead of the proposed approach, regular gates in
a circuit are selectively replaced by parallel gates to improve the variation tolerance
of the circuit. The approach used to select regular gates to be replaced is explained
in Sect. 9.3.3.

Apart from increasing the variation tolerance of a gate, another advantage of
the approach proposed in this chapter is that the input capacitance (Cin) of any pin
of a parallel gate G is lower than the input capacitance of the corresponding pin
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M2

M1 M3

M4

out

Regular Inverter Parallel Inverter

M1

M2

outin in

CG CG

CM CMCD CDCin Cin

a b

Fig. 9.3 Capacitance of various nodes: (a) regular inverter, (b) parallel inverter

of the regular gate. This is explained next. Consider a regular and a parallel in-
verter of equivalent size, shown in Fig. 9.3. Figure 9.3 also shows the capacitance
at the input and the output nodes of both inverters. The capacitance CG is summa-
tion of the gate capacitance of the transistors M1 and M2 (M1, M2, M3, and M4)
of the regular (parallel) inverter. CD (C 0

D) is the total output diffusion capacitance
of the regular (parallel) inverter. CM is the Miller capacitance between the input
and the output of both inverters. The parallel inverter has two PMOS (NMOS) tran-
sistors in parallel. Therefore, in the layout of this inverter, transistors M2 and M4
will share their diffusion. Similarly, M1 and M3 will also share their drain diffusion.
Thus, the total area of the output diffusion node is lower in the parallel inverter com-
pared with the regular inverter. This implies that C 0

D < CD. Note that CG and CM

are identical for both regular and parallel inverters, since the total width of PMOS
and NMOS devices is equal in both these inverters. The input capacitance of the
regular (parallel) inverter Cin (C 0

in) depends on CG, CM, and CD (C 0
D). In particular,

Cin D CG C CDCM=.CD C CM/ and C 0
in D CG C C 0

DCM=.C 0
D C CM/. The input

capacitance of the parallel inverter is thus lower than the input capacitance of the
regular inverter since C 0

D < CD. Note that since C 0
D < CD, the intrinsic delay is

also lower for the parallel inverter compared with the regular inverter. The lower in-
put capacitance and the lower intrinsic delay of the parallel gates helps in reducing
the circuit level delay. Thus, the use of parallel gates in a circuit (instead of regular
gates) can reduce both the mean (�) and the standard deviation (�) of the delay of
the circuit. The delay limited yield also improves since the worst case circuit delay
(�C3�) decreases. This is demonstrated for several benchmark circuits in Sect. 9.4.
Another advantage of using parallel gates in a circuit is that the dynamic power con-
sumption of the circuit reduces because of the lower input and output capacitances
of the parallel gates.
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9.3.3 Variation Tolerant Combinational Circuits

As mentioned earlier, the layout area of parallel gates is higher than that of regular
gates. Therefore, replacing regular gates with parallel gates in a circuit (to improve
its tolerance to random variations) would incur an area penalty. To minimize this
area penalty, only those gates that contribute significantly to the performance vari-
ability of the circuit are replaced by their variation tolerant parallel counterparts.
In this work, such gates are identified based on their deterministic slack value. It
is reasonable to expect that delay variations of a gate with a low slack value are
likely to induce significant variations in the performance of the circuit. Therefore,
regular gates in a circuit are replaced by parallel gates in increasing order of their
slack value. The number of gates in a circuit that will be replaced depends on a user
specified area constraint. A user specified number P , which is the fraction of total
number of gates N in a circuit to be replaced with their variation tolerant counter-
parts, is used in the proposed approach. This number P can be obtained from the
amount of area penalty that is acceptable.

First, the slack is computed for all the gates in the circuit (	) and then the critical
gates are identified and replaced using Algorithm 4. For a given circuit 	, first sort
all gates G 2 	 in an increasing order of their slack values, and store them in a list
L. Then replace the top P � N gates (by replacing them with their corresponding
variation tolerant parallel gates) in the list L. The resulting variation tolerant circuit
is referred to as 	�. This approach is referred to as the percentage gate replace-
ment approach.

Algorithm 4 Replacing critical gates in 	 to improve its variation tolerance
Increase variation tolerance.	; P /

L D sort.G 2 	; Slack.G//

i D 0

N D number of gates.	/

while i < P � N do
G D L.i/

Replace G by Gparallel

i D i C 1

end while
return 	�

The identification of critical gates (under process variations) for circuit optimiza-
tion is an active research topic [22, 23, 24, 25, 26]. To keep the proposed approach
efficient, the deterministic slack value is used to identify critical gates in a circuit.
However, it is possible to use the approach of [22] to identify gates in a circuit,
which are critical under variations and replace them with the proposed variation tol-
erant parallel gates. Using the approach of [22], the area overhead of the proposed
approach may be lowered. It is also possible to improve the reduction in the delay
variability of a circuit.
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9.4 Experimental Results

Monte-Carlo simulations of the 4� regular and parallel INVs of Fig. 9.1 were
performed using SPICE [27]. A 65 nm PTM [28] model card was used, with
VDD D 1 V. The L and VT of the different transistors of these inverters were varied
independently. Also, �L was taken to be 5% of its nominal value [12] and �VT was
computed using the method described in Sect. 9.3.1. Figure 9.4a shows the standard
deviation of the rising and the falling delay of both the regular and the parallel 4�
INVs, for different loads (assuming an input slew of 30 ps). Figure 9.4b compares
the worst case (� C 3�) rising and falling delays and Figure 9.4c plots the standard
deviation of the output slew. Figure 9.4 clearly shows that the parallel 4� INV is
less impacted by random variations in the L and VT of devices compared with the
regular 4� INV. The worst case rising and falling delays of the parallel INV are
lower than those of the regular inverter by �8% and �4%, respectively. Therefore,
the parallel INV of Fig. 9.1 is more tolerant to random variations compared with the
regular inverter.

A standard cell library (LIB) was implemented using a 65 nm PTM [28] model
card, with VDD = 1.0 V. The standard cell library LIB consists of regular INV2X,

a b

c

Fig. 9.4 Results for 4� regular and parallel inverters: (a) standard deviation of delay, (b) worst
case delay, and (c) standard deviation of output slew
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INV4X, INV8X, NAND2X2, NAND2X4, NAND3X2, NOR2X2, and NOR3X2
gates2. The variation tolerant (parallel) versions of all the gates in LIB were also
designed. For regular INV2X, INV4X, NAND2X2, NAND3X2, NOR2X2, and
NOR3X2 gates, one parallel version (INV2XP, INV4XP, NAND2X2P, NAND3X2P,
NOR2X2P, and NOR3X2P) was created. Two parallel versions were created for
INV8X and NAND2X4. INV8X can be implemented as either 2 INV4X’s in paral-
lel (INV8XP1) or 4 INV2X’s in parallel (INV8XP2). Similarly, the parallel versions
of NAND2X4 are NAND2X4P1 and NAND2X4P2, where NAND2X4P2 utilizes
more NMOS and PMOS transistors connected in parallel than NAND2X4P1. The
minimum width of a transistor that can be fabricated is a 65 nm process is 130 nm.
This was taken into account while creating variation tolerant (parallel) gates. Note
that in some gates (INV2X, NOR2X2, and NOR3X2), only the PMOS devices could
be parallelized since the NMOS devices were minimum sized. Layouts were created
for all regular and parallel gates using CADENCE SEDSM [29] tools, paying care-
ful attention to invoke diffusion sharing whenever feasible.

The standard cells in LIB (both regular and parallel versions) were character-
ized to construct 2-D lookup tables for the values of the mean and standard deviation
of the input pin to output delay, as well as the output slew. This precharacterization
was done for a set of load capacitance and input slew values. Table 9.1 compares
the mean (�), the standard deviation (�), and the worst case delay (� C 3�) of all
regular gates in LIB along with their variation tolerant counterparts, for a load value
of 5 fF and an input slew of 30 ps. In this table, the INV8X and NAND2X4 gates
are compared with the INV8XP2 and NAND2X4P2 gates, respectively. For multi-
ple input gates, the input pin with the largest mean pin to output delay value was
used for this comparison. Table 9.1 also compares the layout area, and the mean
and standard deviation of the subthreshold leakage current of the regular and the
parallel gates. The subthreshold leakage of a gate is obtained for the input state
which maximizes its value. In Table 9.1, Column 1 reports gates under considera-
tion. Columns 2–10 report the results obtained for the regular gates in LIB. Columns
11–19 report the ratio of any quantity for the parallel gate compared with the value
of the same quantity for the regular gate. For example, Column 9 reports the ratio of
the mean rising delay of a parallel gate to the mean rising delay of the correspond-
ing regular gate. As reported in Table 9.1, on average the standard deviation of the
rising (falling) delay of the parallel gates is lower by 31% (15%) compared with
the regular gates. Also, the mean and the worst case rising (falling) delays of the
parallel gates are lower by 2% and 10% (1% and 4%), respectively, compared with
the regular versions. Hence, the proposed parallel gates are more tolerant to random
variations than the regular gates. The average layout area of the parallel gates is
higher by 60% compared with regular gates. The average (over all parallel gates)
of the mean (under process variations) subthreshold leakage current is 1.01� that
of the regular gates. However, the average (over all parallel gates) of the standard

2 INV2X is the smallest inverter that can be manufactured. The width of the NMOS (PMOS) tran-
sistor of INV2X is 130 nm (325 nm).
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deviation of the subthreshold leakage current is 31% lower compared with the same
quantity for regular gates. Thus, the approach proposed in this chapter also reduces
the variability in the subthreshold leakage current, with a small increase in its mean
value. Note that the input pin capacitance and the output capacitance of the parallel
gates are smaller by 2.5% and 15% on average, compared with the corresponding
capacitances of the regular gates. The improvements in the delay �, � , and � C 3�

are higher for rising transitions, since there are more opportunities to parallelize
PMOS devices since they are nominally larger than the NMOS devices.

Several ISCAS and MCNC benchmark circuits were mapped using LIB, for both
area and delay optimality. For a mapped design, the slack of all the gates in the de-
sign was computed, and then the gates were sorted in order of increasing slack. After
this, the gates with the lowest slack in the design were replaced by their variation
tolerant counterparts using percentage based gate replacement approach described
in Sect. 9.3.3 (until a fraction P of the total number of gates in the design are re-
placed). For both regular area and delay mapped designs (mapping was performed in
SIS [30]), two variation tolerant versions were generated using parallel gates. In the
first version, the INV8XP1 and NAND2X4P1 parallel versions for regular INV8X
and NAND2X4 gates were used, respectively (for all other regular gates, note that
there is only parallel version). The resulting area and delay mapped designs are re-
ferred to as AM1 and DM1 designs, respectively. In the second version of variation
tolerant circuits, the INV8XP2 and NAND2X4P2 parallel versions were used for
regular INV8X and NAND2X4. The resulting area and delay mapped designs are
referred to as AM2 and DM2, respectively. Note that since INV8X and NAND2X4
have a large area, on the one hand, the area mapped designs did not utilize these
gates. Hence, the AM1 and AM2 results are identical; therefore, the results are pre-
sented only for AM1. On the other hand, delay mapped designs use these large gates
heavily, and thus significant differences exist between DM1 and DM2. The results
are presented for both DM1 and DM2.

For regular area and delay mapped designs as well as for variation tolerant
circuits AM1, DM1, and DM2, Monte-Carlo-based statistical static timing analy-
sis (SSTA) was performed to obtain their delay distributions. Monte-Carlo-based
SSTA is considered to be an accurate method to obtain the delay distribution of a
circuit [31]. Monte-Carlo-based SSTA was implemented in SIS [30]. These data ob-
tained from the characterization of all standard cells (regular and parallel versions)
in the library (LIB) were used for Monte-Carlo-based SSTA. Note that the charac-
terization of all gates was done for a set of different load capacitance and input slew
values. Ten thousand iterations were performed for the Monte-Carlo-based SSTA
analysis of any circuit. The mean (�), the standard deviation (�), and the worst case
delay (� C 3�) of all regular and variation tolerant designs were obtained from
this SSTA analysis. The layout area of all designs was also computed. Note that
the area for a design was computed by adding the layout area of all the gates in
the circuit. Figure 9.5 shows the average (over 14 benchmark designs) ratio of the
area and delay results of the variation tolerant circuits compared with their regular
counterparts, for different varying values of P from (0 to 1). Note that P is a user
specified number, which is the fraction of total number of gates in a circuit to be
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replaced with their parallel versions. Figures 9.5a, b plots the average (averaged
over all benchmark circuits) ratio of � and � C 3� of the delay of the variation
tolerant circuits (AM1, DM1 and DM2) compared with regular designs. Figure 9.5c
shows the average ratio of the layout area of the variation tolerant design compared
with the regular version (as a function of P ). As shown in as Fig. 9.5a, b, on average,
both the � and � C 3� of the delay of the AM1, DM1, and DM2 designs reduce as
the fraction of parallel gates (P ) in the designs increases. When P reaches 0.7, the
� and � C 3� of the delay of the variation tolerant designs saturate. At this point,
on average, the � and � C 3� of AM1 is 20% and 7% lower than that of regular
area mapped designs. The area utilization of AM1 is around 34% more than regular
designs. For DM1 (DM2), at P Š 0:7, the � and � C 3� are 23% and 7% (25%
and 8%) lower than regular delay mapped designs, with an area penalty of 33%
(44%). From this it can be concluded that the variation tolerant design approach
presented in this chapter reduces both the � and � C 3� of the delay of designs
significantly and hence increases the delay limited design yield. Also, the DM2 de-
signs perform better than DM1 on average but with a higher area penalty. Although
this is not shown explicitly, the mean delays of the AM1, DM1, and DM2 designs
are also lower compared with regular area and delay mapped designs (by 6%, 6%
and 6%, respectively). The mean delays of AM1, DM1, and DM2 designs are lower
because the input pin capacitance and the output capacitance of the parallel gates
are smaller (as explained in Sect. 9.3.2) by 2.5% and 15% on average, compared
with the corresponding capacitances of the regular gates.

The � and � C 3� of delay as well as the area ratio of individual AM1 designs
compared with their corresponding regular version are plotted in Fig. 9.6, for differ-
ent values of P . Notice from Fig. 9.6 that for smaller values of P , the reduction in
� and � C 3� for some benchmark circuits (with increasing P ) is abrupt. When P

reaches 0.6, then the � and � C 3� of all benchmark circuits either saturate or de-
crease very slowly with increasing P . Therefore, P D 0:7 is a reasonable value to
be used in the percentage-based gate replacement approach. As expected, the area of
AM1 designs increase linearly with increasing P . Similar trends are also observed
for DM1 and DM2. The � , � C 3� , and area ratio plots for individual DM1 and
DM2 designs are shown in Figs. 9.7 and 9.8.

From Table 9.1, it can be concluded that the mean, the standard deviation, and
the worst case delay of the variation tolerant (parallel) gates are lower than that of
their regular counterparts. At the circuit level, as shown in Fig. 9.5, both the � and
�C3� of variation tolerant circuits (obtained by using parallel gates) are lower that
of the regular designs. Note that it is possible to use the approach of [22] to identify
the critical gates in a circuit under variations and possibly reduce the area overhead
of the approach presented in this chapter.

The effect of implementing a large transistor by a parallel connection of small
transistors, for a large 32� INV was also studied in this work. For this study, only
the VT of transistors was varied, and Monte-Carlo simulations of different imple-
mentations of the 32� INV were performed. The different implementations of 32�
are as follows: 1-32�, 2-16�, 4-8�, 8-4� and 16-2�. The results of these simula-
tions show that initially, the � of delay of these implementations decreases as the
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number of smaller inverters connected in parallel increases (until 8-4�) and then it
saturates. The mean delay also goes down initially (until 4-8�) due to a reduction
in the diffusion area, and then it starts increasing. When a large number of smaller
inverters are used to implement a 32� INV, the perimeter capacitance of the output
diffusion node dominates the bottom plate capacitance. As a result, the total capac-
itance at the output node of the 32� INV starts increasing with an increase in the
number of smaller inverters used to implement it. Therefore, a large gate should be
implemented using a parallel connection of an appropriate number (typically 2-4) of
smaller gates. Using too many smaller gates to implement a large gate may increase
the mean delay and hence affect the delay limited yield.

9.5 Chapter Summary

With the continuous scaling of devices, variations in key device parameters such as
channel length (L), threshold voltage (VT), and oxide thickness (Tox) are increasing
at an alarming rate. This has led to significant problems in terms of reliability, cir-
cuit resilience, and yields. In this chapter, a circuit design approach was proposed
and validated, to alleviate this problem for combinational circuits. The proposed ap-
proach implements a large gate using an appropriate number (>1) of smaller gates
connected in parallel (with their inputs and outputs connected to each other). Since
the L and VT variations are largely random and vary independently in the smaller
gates, the variation tolerance of the parallel gates is improved. The parallel gates
were implemented as single layout cells, and have smaller delay � and � compared
with their traditional counterparts. This chapter also presented an algorithm to se-
lectively replace critical gates in a circuit by their parallel counterparts, to improve
circuit-level variation tolerance. Monte-Carlo simulations demonstrate that the pro-
posed variation tolerant circuit design approach achieves significant improvements
in delay � and � C 3� variation. On average, the proposed approach reduces the
standard deviation (�) of the circuit delay by 23% for delay mapped designs, with
an area overhead of 33% (compared with regular circuits). This approach also re-
duces the worst case circuit delay under variations (i.e., � C 3�) by 7% and hence
significantly improves the design yield.
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Chapter 10
Process Variation Tolerant Single-supply True
Voltage Level Shifter

10.1 Introduction

System-on-chip (SoC) solutions and multi-core computing architectures are
becoming increasingly common in many common applications. For such com-
puting paradigms, energy and power minimization is a crucial design goal. Both
the dynamic and the leakage power consumption of a CMOS circuit depend upon
the supply voltage, and they decrease at least quadratically with decreasing supply
voltages. Therefore, in recent times, it is common to decrease the supply voltage
value in noncritical parts of SoCs and multi-core processors, to reduce the power
and energy consumption. This results in a situation where the many blocks in an
SoC design operate at different supply voltage levels, to minimize system power and
energy values [1,2]. Similarly, multi-core processors have different cores operating
at different supply voltage values, depending on the computational demand.

When a signal traverses on-chip voltage domains, a level shifter is required.
Inverters can handle a high to low voltage shift with low delays and minimal leak-
age. For a low to high voltage level translation, inverters tend to consume a large
amount of leakage power, and hence special circuits are needed for this type of
level translation. Such special circuits are called voltage level shifters (VLS). More-
over, different blocks/cores in SoCs and multi-core processors may employ dynamic
voltage scaling (DVS) to meet the variable speed/power requirements at different
times [3, 4, 5]. As a consequence, many voltage domains are formed on a single
IC or SoC, each operating at different supply voltage values at different times of
the computation. Therefore, the VLS required to interface these voltage domains
should be able to efficiently convert any voltage level to any other desired voltage
level, and the voltage of the input to the VLS can in general be either greater than
or less than the voltage of the output. Also, since the key device parameters vary
significantly in the DSM era, it is required that the performance of the voltage level
shifter does not vary significantly due to these device parameter variations.

The rest of the chapter is organized as follows. The need for a novel single
supply, process variation tolerant, voltage level shifter (SS-VLS) is highlighted in
Sect. 10.2. Section 10.3 discusses related previous work in the design of an SS-VLS.
In Sect. 10.4, the design of the proposed process variation tolerant voltage level

R. Garg and S. P. Khatri, Analysis and Design of Resilient VLSI Circuits: Mitigating
Soft Errors and Process Variations, DOI 10.1007/978-1-4419-0931-2 10,
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shifter is described. The proposed voltage level shifter uses only one supply voltage,
and it can convert any voltage level to any other desired voltage level with low de-
lay and power. Hence, it is referred to as a single supply true1 voltage level shifter
(SS-TVLS). In Sect. 10.5, experimental results are presented, which demonstrate
that SS-TVLS outperforms the best known previous approach. Finally, a summary
of this chapter is presented in Sect. 10.6.

10.2 The Need for a Single-supply Voltage Level Shifter

A conventional voltage level shifter (CVLS) is shown in Fig. 10.1. It requires two
voltage supplies: the input domain voltage supply (VDDI) and the output domain
voltage supply (VDDO). The operation of circuit is as follows. When the input sig-
nal in is at the VDDI value (inb is at the GND value), MN1 turns ON (MN2 is off).
Thus pulls the outb signal to GND. This transition of the outb signal turns on MP2,
which pulls up the out signal to the VDDO value. When in is at GND (inb is at the
VDDI value), MN1 is off and MN2 is on, which turns on MP1. MP1 pulls up outb
to the VDDO value. Although there are no high leakage paths from VDDO to GND
in this circuit, both VDDI and VDDO are required for the voltage level conversion.
This can be a hard requirement to satisfy, especially if the VDDO and VDDI do-
mains are separated by a large physical distance. Supply voltage wires typically need

Fig. 10.1 Conventional
voltage level shifter

VDDO

GND

VDDI

GND

inb

outb

in

out

MN1

MP1 MP2

MN2

1 The SS-TVLS is true in the sense that it can perform level conversion of a signal from a lower
voltage domain to a higher voltage domain and vice versa.
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Fig. 10.2 Multivoltage
system using CVLS
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to be quite wide (especially if VDDO and VDDI are physically far apart), resulting
in a large area penalty. Figure 10.2 shows a multivoltage system where four mod-
ules are interacting with each other using CVLS. A voltage level conversion at the
input of a particular voltage domain (V ) will require all the supply voltages of other
voltage domains fW g, which drive at least one signal to V , and whose voltage level
is lower than the voltage level of V . This may result in routing congestion, exces-
sive area utilization, and also may pose restrictions on module placement. From the
schematic diagram of the CVLS shown in Fig. 10.1, it can be observed that the rout-
ing of additional supply voltages can be avoided by transmitting a differential signal
to a different voltage domain (i.e., by transmitting both in and inb). However, this
strategy would require one additional wire per signal and hence could lead to routing
congestion as well. This problem is further aggravated by the increasing number of
voltage domains in SoCs and multi-core architectures. Additional complexity is en-
countered if the voltage domains have variable voltages, which requires a domain to
receive the supply voltages of every other domain in the system. In such a scenario,
it is not known apriori whether VDDI < VDDO or VDDI > VDDO. Therefore, a
single supply voltage level shifter (SS-VLS) is desired, to convert any voltage level
to any other desired voltage level with a predictable delay and low power, utiliz-
ing the supply voltage of the VDDO domain alone. In addition, such a VLS should
be “true” (i.e., operate for both VDD < VDDO and VDDI > VDDO). One such
solution is proposed in this monograph, and is referred to as a single supply true
voltage level shifter (SS-TVLS) previously published [6]. The use of a single sup-
ply voltage (VDDO) for level conversion would help ease placement and routing
constraints, enabling efficient physical design of the IC. This would also help in
reducing the number of input and output pins of a block.
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Fig. 10.3 Multivoltage
system using SS-TVLS
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Figure 10.3 shows a multivoltage system, where four modules (with DVS) inter-
act with each other using SS-TVLS. Note that since the performance of the voltage
level shifter is crucial for the performance of the overall system, the voltage level
shifter should perform reliably under process variations. In this monograph, the de-
vices of the proposed SS-TVLS were carefully sized to increase its tolerance to
process variations, while maintaining a low leakage and low power consumption.
This is quantified through experimental results in Sect. 10.5.2.

10.3 Related Previous Work

Several kinds of VLS have been proposed over the years, to minimize power con-
sumption [7, 8, 9, 10]. Most of these approaches utilize dual supply voltages, which
make them unattractive for SoCs and multi-core architectures for reasons already
discussed. The work of [7] was focused on using bootstrapped gate drivers to min-
imize voltage swings. This helps in reducing the switching power consumption in
the conventional level shifter, and also helps in increasing the speed of the level
shifter. In [8], the authors proposed a method of incorporating voltage level conver-
sion into regular CMOS gates by using a second threshold voltage. They proposed
a scheme to modify the threshold voltage of high voltage gates (which are driven
by the outputs of low voltage gates) to achieve the level shifting functionality along
with the logical operation. This work focused on reducing power while using dual
supply voltages. In [9], Wang et al. proposed a level up-shifter along with a level
down-shifter, to interface 1.0 and 3.3 V voltage domains. The level up-shifters use
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zero-Vt thick oxide NMOS devices to clamp the voltage to protect the 1 V NMOS
switches from high voltage stress across the gate oxide. The level down-shifter used
thick oxide NMOS devices with 1 V supplies as both pull-up and pull-down devices.
This approach also requires dual supply voltages. In [10], the authors presented a
low-to-high voltage level shifter for use in a VLSI chip for MEMS applications.
The design uses a stack of devices in series between the rail voltages, biased by five
different bias voltages for the conversion.

The SS-VLS proposed in [11] uses a diode connected NMOS device between the
supply and output, to convert a low level to a high voltage level. There is a thresh-
old voltage drop in this diode-connected NMOS device, which reduces the supply
voltage to the input inverter. This level shifter has a limited range of operation, and
suffers from higher leakage currents when the difference in the voltage levels of the
output supply and the input signal is larger than the threshold voltage. In [12], the au-
thors present a SS-VLS design, which tries to address the issues associated with the
design of [11]. However, their SS-VLS is only able to convert a low voltage domain
signal to a higher voltage domain (VDDI < VDDO). Also, the leakage currents of
the SS-VLS are relatively high. In contrast to these SS-VLS implementations, the
SS-TVLS proposed in this monograph can convert any voltage level to any other
desired voltage level (i.e., it is a “true” voltage shifter) without using any control
signals. At the same time, the leakage currents of the proposed SS-TVLS design are
very low. Note that none of the previous approaches have analyzed the performance
of their VLS under process variations. The performance of the proposed SS-TVLS
(under process variations) is compared with the best known previous approach (in
terms of functionality) in Sect. 10.5.2.

10.4 Proposed Single-supply True Voltage Level Shifter

The schematic diagram of the proposed SS-TVLS is shown in Fig. 10.4. This
SS-TVLS was implemented using a 90 nm PTM [13] technology. Note that de-
vices with thick channel lines are high-VT devices. Their VT is 0.49 V for NMOS
and �0:44 V for PMOS, while the nominal VT is 0.39 V for NMOS and �0:34 V for
PMOS. Also note that the NOR gate shown in Fig. 10.4 uses the VDDO supply. The
sizes (width/length) of all devices (in �m) are shown in the figure. The substrate ter-
minals of all PMOS (NMOS) devices in this figure are connected to VDDO (GND).
The operation of the SS-TVLS can be explained by considering two scenarios. The
timing diagram of the SS-TVLS is shown in Fig. 10.5, and it is applicable to both
scenarios. In the first scenario, VDDO > VDDI (i.e., the VLS has to convert a low
voltage level to a high voltage level). In this case, when the input signal in goes
high (to the VDDI value), the output node outb starts falling due to the NOR gate.
However, the PMOS transistor of the NOR gate whose gate terminal is driven by in
is not in complete cut-off (i.e., it is leaking) because VDDI < VDDO. Thus, there is
temporary leakage path between VDDO and GND, which is eliminated by the rising
of node2 (the second input of the NOR gate) to the VDDO value. After the input
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signal in goes high, M6 turns on and thus pulls node1 to GND. This causes M3 to
turn on and hence node2 is pulled up to VDDO, causing the output node outb to
be pulled down to GND. The previously mentioned leakage path between VDDO
and GND is removed when node2 is pulled to to VDDO. During this phase, as in is
high and it is at VDDI (< VDDO), M8 is ON along with M2, which results in the
charging of the ctrl node (whose capacitance is dominated by the gate capacitance
of MC) to a value which is the minimum of VDDI and VDDO-VM8

T (where VM8
T is

the threshold voltage of M8). Note that M1, M4, M5, and M7 are turned off when
in is at the logic high value.

Now when the in node falls, M6 turns off while M1 turns on (because the gate
to source voltage of M1 is more than VM1

T ). This leads to the discharge of node2
(and the charging of node1) and thus the NOR gate output rises to VDDO (since
both the inputs of the NOR gate are at the GND value). In this phase, M3, M2, M6,
and M7 are turned off while M4 and M5 are turned on. The ctrl node discharges
through M2 and M8 during the time when M2 is turning off. The node capacitance
of ctrl (implemented as the gate capacitance of MC) is selected to be large enough
to allow the discharge of node2. Note that the NOR gate is used to balance the rising
and the falling delays of the SS-TVLS. It also provides the SS-TVLS the same load
driving capability as a minimum size inverter. Note that the SS-TVLS is an inverting
voltage level shifter. An extra inverter is not required at the output of the SS-TVLS
because this polarity inversion can be subsumed in the logic of the VDDO voltage
domain. In the experiments, the VLS approach that the SS-TVLS is compared with
has the same inverting property.

In the second scenario, the SS-TVLS performs the conversion of a high voltage
level to a low voltage level (i.e., VDDO < VDDI). In this scenario as well, when
the input in goes high to the VDDI value, the output node outb falls to the GND
value. In this scenario, as VDDI > VDDO, the PMOS transistor of the NOR gate
whose gate terminal is driven by in is in deep cut-off, and hence there is no leakage
path between VDDO and GND. After in goes high to VDDI, M6 turns and pulls
down its drain node. This turns on M3 which then charges node2 to VDDO. During
this phase, as VDDI > VDDO therefore, M7 is ON and M2 is also ON. M8 is off in
this case. Thus, the ctrl node voltage charges to a value min(VDDO, VDDI-VM7

T ).
Here VM7

T is the threshold voltage of M7. Note that M1, M4, and M5 are turned off
when in is at VDDI. The rest of the operation of the SS-TVLS when in transitions
to GND is identical to the first scenario. Note that the SS-TVLS works for VDDI >

VDDO as well as VDDI < VDDO because M1 never turns on when in is logically
high (regardless of whether VDDI > VDDO or VDDI < VDDO).

The SS-TVLS exhibits very low leakage currents when compared with the best
known voltage level shifter [12] for VDDI < VDDO. There are several reasons
for this. Note that the devices M4 and M6 are high VT devices, to reduce leak-
age currents. Also, all the devices of the proposed SS-TVLS were carefully sized
to improve its tolerance to process variations and further, the tradeoff between
speed and leakage power was considered. Specifically, to improve the variation
tolerance of the SS-TVLS, the transistors M1, M3, M6, and MC were carefully
sized since they are very critical for the performance of SS-TVLS. As mentioned
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earlier, the maximum voltage value that the ctrl node can charge to is the minimum
of VDDI and VDDO-VM8

T when VDDI < VDDO, and VDDO and VDDI-VM7
T

when VDDI > VDDO, respectively. Thus, when the voltage values of the VDDI
and VDDO domains are small and close to each other, then the ctrl node charges
to VDDO-VM8

T . Therefore, a low VT NMOS device2 is used for M8 to ensure that
ctrl can charge to a sufficiently large voltage value. This also helps in increasing the
voltage translation range of the SS-TVLS. Note that all other transistors (M1, M2,
M3, M5, MC, and M7 and NOR gate transistors) are nominal VT devices.

10.5 Experimental Results

The proposed SS-TVLS was simulated using SPICE [14], with a 90 nm PTM [13]
model card. An inverter is the best level shifter when VDDI > VDDO. However,
if VDDI < VDDO, the inverter cannot be used, because of the high leakage cur-
rents that result in such a conversion. For such a scenario, the best known previous
approach [12] yields low leakage currents. Therefore, to compare the performance
of SS-TVLS, a combination of an inverter and the SS-VLS of [12] (as shown in
Fig. 10.6) was simulated. For the SS-VLS of [12], the devices used are of the same
size as reported in [12]. Note that the combined VLS of Fig. 10.6 requires a con-
trol signal, which indicates whether VDDI is greater or smaller than VDDO. The
SS-TVLS does not require such a signal. For all simulation results, both the SS-
TVLS and the combined VLS were driven by identical inverters.
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Fig. 10.6 Combination of an inverter and SS-VLS by Khan et al.

2 This is indicated by a dark line at the gate of M8. The VT value of M8 is 0:19 V.
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Note that the delays of the SS-TVLS as well as the SS-VLS of [12] are dependent
on the input sequence. The worst-case is a 0-1-0-1-0: : : sequence on the inputs. For
this sequence, the voltage achieved at the ctrl node when the input switches to 0 is
the lowest across all sequences, resulting in a higher output rising delay. The delay
numbers reported in this chapter are the worst-case delays across all possible input
sequences.

10.5.1 Performance Comparison with Nominal Parameters Value

Table 10.1 reports the results obtained for voltage level shifting from 0.8 to 1.2 V
at a temperature of 27ıC. Column 1 reports the performance parameter under
consideration. Column 2 reports the results obtained for the proposed SS-TVLS.
Column 3 reports the results obtained for the combined VLS of Fig. 10.6. Column
4 reports the ratio of the results obtained for the combined VLS compared with
the corresponding results for the SS-TVLS. Note that the rising (falling) delay is
defined as the delay of the rising (falling) output signal. Similarly, “Leakage current
high (low)” in the table represents the leakage current when the output signal is
at VDDO (GND) value. From Table 10.1, we observe that the SS-TVLS performs
significantly better than the combined VLS in terms of delay (5.6� faster for a
rising output and 1.5� faster for a falling output), power (2.6� lower for a rising
output, and 3.5� lower for a falling output) and leakage (7.6� lower for a high
output, and 19.8� lower for a low output).

Table 10.2 reports the results obtained for voltage level conversion from 1.2
to 0.8 V at a temperature of 27ıC. Column 1 reports the performance parame-
ter under consideration. Column 2 reports the results obtained for the proposed
SS-TVLS. Column 3 reports the results obtained for the combined VLS shown
in Fig. 10.6. Column 4 reports the ratio of the results obtained for the combined
VLS compared with the corresponding results for the SS-TVLS. As reported in
Table 10.2, the proposed SS-TVLS performs very well when compared with the
combined VLS of Fig. 10.6 with very low leakage currents (4.5� lower for a high
output, and 9.3� lower for a low output). Also it is faster than the combined VLS

Table 10.1 Low to high level shifting

Performance Proposed Combined VLS Ratio (combined
parameter SS-TVLS of Fig. 10.6 VLS/SS-TVLS)

Delay rise (ps) 22.0 122.6 5.6
delay fall (ps) 33.3 50.5 1.5
Power rise (�W) 27.6 71.87 2.6
Power fall (�W) 33.8 119.27 3.5
Leakage current high (nA) 20.8 157.2 7.6
Leakage current low (nA) 3.6 71.1 19.8
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Table 10.2 High to low level shifting

Performance Proposed Combined VLS Ratio (combined
parameter SS-TVLS of Fig. 10.6 VLS/SS-TVLS)

Rise delay (ps) 34.9 46.5 1.3
Fall delay (ps) 15.7 35.2 2.2
Power rise (�W) 27.3 20.7 0.8
Power fall (�W) 59.3 56.8 1.0
Leakage current high (nA) 7.3 32.5 4.5
Leakage current low (nA) 3.9 36.3 9.3

(1.3� faster for a rising output and 2.2� faster for a falling output). Note that the
delay of the combined VLS is the summation of the delays of the transmission
gate (at the input side), the multiplexer (at the output side) and the inverter. There-
fore, the delay of the combined VLS is more than the inverter delay alone.

10.5.2 Performance Comparison Under Process
and Temperature Variations

To demonstrate the process variation tolerance of the SS-TVLS, the SS-TVLS was
simulated under process and temperature variations. The temperature, the channel
width, the channel length, and the threshold voltage of all devices in the SS-TVLS
were varied. The temperature of all the devices were varied together, while all other
parameters were varied independently. For channel lengths and widths, the mean
was taken to be equal to the nominal value and the standard deviation used was
taken to be 3.34% of the Lmin of the process (i.e., 90 nm). For threshold voltage, the
mean was taken to be equal to the nominal value and the standard deviation used
was taken to be 3.34% of the nominal value (so that the three times of the stan-
dard deviation is 10% of the nominal value). Three different values of temperature
were used (27ıC, 60ıC, and 90ıC). One thousand Monte-Carlo simulations were
performed for both cases, i.e., for high-to-low and low-to-high voltage conversion.
These simulations were performed at each of the three temperatures mentioned
above. In all Monte-Carlo simulation, the SS-TVLS was able to convert the voltage
level correctly for all samples. The outputs of both designs were loaded with a fixed
capacitance of 1 fF.

The results obtained from the 1,000 Monte-Carlo simulations conducted at a
temperature of 27ıC are reported in Table 10.3, for low-to-high and high-to-low
voltage level conversion. In Table 10.3, Column 1 reports the performance param-
eter under consideration. Columns 2–5 report the results for low-to-high voltage
level conversion and Columns 6–9 report the results for high-to-low voltage level
conversion. Columns 2 and 3 report the mean and the standard deviation of the val-
ues obtained for the proposed SS-TVLS. Columns 4 and 5 report the mean and the
standard deviation for the combined VLS shown in Fig. 10.6. Columns 6–9 report
the same results as Columns 2–5 but for high-to-low voltage level conversion. From
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Table 10.3 Process variations simulation results for low-to-high and high-to-low level shifting at
T D 27ıC

Low to high High to low

Proposed Combined VLS Proposed Combined VLS
SS-TVLS of Fig. 10.6 SS-TVLS of Fig. 10.6

Performance parameter � � � � � � � �

Delay rise (ps) 22.08 1.1 129.4 27.4 35.1 2.4 52.0 3.9
Delay fall (ps) 33.2 1.9 50.4 6.0 15.6 0.8 34.8 1.3
Power rise (�W) 27.7 0.8 78.9 7.3 27.5 1.3 22.5 1.1
Power fall (�W) 33.8 0.4 114.2 7.2 59.5 0.6 52.5 0.9
Leakage current high (nA) 31.5 13.7 218.8 158.6 8.6 3.0 41.4 14.1
Leakage current low (nA) 3.8 3.8 102.9 75.4 3.6 1.3 32.3 9.0

Table 10.4 Process variations simulation results for low-to-high and high-to-low level shifting at
T D 60ıC

Low to high High to low

Proposed Combined VLS Proposed Combined VLS
SS-TVLS of Fig. 10.6 SS-TVLS of Fig. 10.6

Performance parameter � � � � � � � �

Delay rise (ps) 18:5 0:8 131:3 39:4 29:1 2:0 43:2 2:9

Delay fall (ps) 29:9 1:5 48:4 5:7 14:3 0:6 30:3 1:0

Power rise (�W) 27:4 0:7 86:0 11:1 27:1 1:1 22:4 1:0

Power fall (�W) 33:6 0:34 123:7:2 8:3 60:1 0:7 53:3 0:9

Leakage current high (nA) 30:4 13:4 202:4 130:2 7:9 3:2 40:3 12:8

Leakage current low (nA) 3:7 3:8 98:5 61:1 3:2 1:5 32:9 8:4

this table, observe that the mean delay and power are closer to their nominal values.
However, the mean value of the leakage current is different from the nominal value,
which is due to an exponential dependence of the leakage current with the threshold
voltage. The standard deviation of all performance parameters, i.e., delay, power,
and leakage current is much lower for the SS-TVLS when compared with the com-
bined VLS of Fig. 10.6. This demonstrates that the SS-TVLS is more tolerant to
process and temperate variations than the combined VLS. Monte-Carlo simulation
results for other temperatures are presented in Tables 10.4 (for T D 60ıC) and 10.5
(for T D 90ıC). Note that the results are substantially similar to those obtained at
T D 27ıC (Table 10.3).

10.5.3 Voltage Translation Range for SS-TVLS

To evaluate the effectiveness of the SS-TVLS for SoCs and multi-core processors
having multiple voltage domains with DVS, VDDI, and VDDO values were varied
from 0.8 to 1.4 V in steps of 5 mV. The SS-TVLS was simulated for all VDDI and
VDDO combinations. The SS-TVLS was able to translate voltage levels efficiently
for all VDDI and VDDO combinations. Figures 10.7 and 10.8 show the plot of rising
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Table 10.5 Process variations simulation results for low-to-high and high-to-low level shifting at
T D 90ıC

Low to high High to low

Proposed Combined VLS Proposed Combined VLS
SS-TVLS of Fig. 10.6 SS-TVLS of Fig. 10.6

Performance parameter � � � � � � � �

Delay rise (ps) 16:3 0:6 146:7 54:2 26:4 1:9 36:9 2:3

Delay fall (ps) 27:8 1:3 47:8 5:9 13:5 0:6 27:4 0:9

Power rise (�W) 27:3 0:6 96:8 16:1 23:4 0:8 22:4 0:8

Power fall (�W) 33:6 0:35 134:8 9:4 51:4 0:6 53:9 1:1

Leakage current high (nA) 28:1 11:3 200:8 128:6 7:6 3:1 39:7 13:9

Leakage current low (nA) 3:4 1:9 94:0 66:3 3:1 1:3 33:3 8:6

and falling delays and powers when VDDI and VDDO were varied between 0.8 and
1.4 V. The leakage current for a high output value and a low output value is shown
in Fig. 10.9 for VDDI and VDDO varying between 0.8 and 1.4 V. These figures
show that the rising and the falling delays and powers change smoothly with chang-
ing VDDI and VDDO values, over the entire voltage range. Similarly, the leakage
current for a high output and a low output is also well behaved across the operating
range as shown in Fig. 10.9. Therefore, it can be concluded that the SS-TVLS can
effectively perform voltage level translation over a wide range of VDDI and VDDO
voltage values, and hence it is suitable for SoCs and multi-core processors.

As mentioned earlier, the maximum voltage value that the ctrl node can charge to
is the minimum of VDDI and VDDO-VM8

T when VDDI < VDDO, and VDDO and
VDDI-VM7

T when VDDI > VDDO. Therefore, none of the diffusion-bulk diodes of
any device (both PMOS and NMOS transistors of Fig. 10.4) get forward biased for
any values of VDDI and VDDO. Thus, the voltage translation range is not limited
by the diode turn on voltage.

It is possible to increase the voltage translation range, i.e., from a value less than
0.8–1.4 V. To achieve this, the size of M6 needs to be increased. However, when
VDDI or VDDO < 0.8 V, then the maximum voltage reached at the ctrl node of SS-
TVLS of Fig. 10.4 is small, and hence M1 is not turned on sufficiently to discharge
node2 when in falls to GND. To address this, the bulk terminals of M7 and M8
transistors can be connected to their respective source terminals instead of GND.
This will help in avoiding the body effect seen by M7 and M8 and will increase the
maximum voltage value achieved at the ctrl. Note that in the SS-TVLS shown in
Fig. 10.4, the body terminals of M7 and M8 are connected to GND.

10.5.4 Layout of SS-TVLS

The layout of the proposed SS-TVLS was created in the Cadence Virtuoso layout
editor and is shown in Fig. 10.10. A layout versus schematic (LVS) check was done.
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Rising Delay

Falling Delay

Fig. 10.7 Delay of SS-TVLS: (a) rising, (b) falling

The layout area of SS-TVLS is 4.47�m2 (the width is 0.837�m and the height is
5.355�m), which is lower that the layout area of the combined VLS (�12:53�m2).
The sizes of all the devices of the SS-TVLS are shown in Fig. 10.4. Note that the
devices of the SS-TVLS were sized considering the tradeoff between delay and
leakage power, while maximizing the process and temperature variation tolerance
of the SS-TVLS.

The experimental results clearly demonstrate that the proposed SS-TVLS per-
forms much better than the combined VLS of Fig. 10.6. When it is not known apriori
whether VDDI < VDDO or VDDI > VDDO, then the SS-TVLS offers a great
advantage over the combined VLS of Fig. 10.6, because of its significantly lower
leakage currents (7.6� (4.5�) lower for a high output, and 19.8� (9.3�) lower for
a low output, when VDDI < VDDO (VDDI > VDDO)). Moreover, the SS-TVLS
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Fig. 10.8 Power of SS-TVLS: (a) rising, (b) falling

does not require any control signals and only requires the VDDO supply. This helps
in reducing the circuit complexity and also helps in placement and routing.

10.6 Chapter Summary

Modern ICs often have several voltage domains. Whenever a signal traverses volt-
age domains, a level shifter is required. Moreover, these ICs often employ dynamic
voltage scaling, because of which it may not be possible to know apriori if a high-to-
low or low-to-high voltage level conversion is required. Thus, an efficient voltage
level shifter is required, which can convert any voltage level to any other desired
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Fig. 10.10 Layout of the proposed SS-TVLS

voltage level. Also, since process variations are increasing with device scaling, the
voltage level shifter should be tolerant to process and temperature variations.

In this chapter, a process and temperature variation tolerant single-supply “true”
voltage level shifter (SS-TVLS) was presented, which can handle both low-to-
high and high-to-low voltage translations. The use of a single supply voltage
reduces layout congestion by eliminating the need for routing both supply voltages.
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The proposed circuit was simulated in a 90 nm technology using SPICE. Simulation
results demonstrate that the proposed SS-TVLS performs much better than the com-
bined VLS of Fig. 10.6. The combined VLS uses an inverter for high-to-low voltage
translation and the best known previous approach [12] for low-to-high voltage level
shifting. Also, the proposed SS-TVLS is more tolerant to process and temperature
variations than the combined VLS.
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Chapter 11
Conclusions and Future Directions

The focus of this monograph is to improve the reliability of VLSI circuits by
addressing two major issues (radiation particle strikes and process variations) en-
countered in the deep submicron era. This monograph developed several analysis
and design approaches to facilitate the realization of VLSI circuits, which are
tolerant to the radiation particle strikes and process variations. This chapter summa-
rizes the work presented in this monograph and presents some avenues for further
research.

Chapter 1 described the effects of the radiation particle strikes and process
variations on VLSI circuits, thereby motivating the need to address these issues.
This chapter also provided the background information about these two topics, and
also highlighted their relevance in future technologies. This monograph consists
of two parts. The first part (Chaps. 2–7) of the monograph presented four anal-
ysis and two design approaches to address the radiation issue. The second part
(Chaps. 8–10) addressed the process variation issue by presenting one analysis and
two design approaches. Thus, several analysis and design techniques are presented
in this monograph, significantly augmenting the existing work in the area of resilient
VLSI circuit design.

Two analysis approaches were developed in this monograph to analyze the effects
of radiation particle strikes in combinational circuits (Chaps. 2 and 3). Chapter 2
presented a model to estimate the pulse width of the radiation-induced voltage
glitch, and Chap. 3 described a model to approximate the shape of the radiation-
induced voltage glitch. Both these approaches used more accurate gate models (than
a linear RC gate model), and also considered the ion track establishment constant
(�“) of the radiation-induced current pulse in the analysis. The previous modeling
approaches [1, 2] used a linear RC gate model, and ignored �“ which increases
the inaccuracy of their analysis. Therefore, the modeling approaches presented in
Chaps. 2 and 3 are more accurate than the previous approaches. The proposed mod-
els are fast and accurate, and thus can easily be incorporated in a design flow to
implement radiation tolerant circuits.

It was mentioned in Chap. 3 that there exist efficient tools which can propa-
gate voltage glitches in a design. However, it may be possible to implement more
efficient tools exclusively for propagating radiation-induced voltage glitches. There-
fore, a possible future direction could be to develop efficient radiation-induced
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voltage glitch propagation tools. Also, the work presented in Chap. 3 only considers
radiation particle strikes at the output of a gate. Therefore, this work can be extended
to obtain the radiation-induced voltage transients at the output of a gate because of
radiation strikes at the internal nodes of the gates. A combination of the models
presented in Chaps. 2 and 3, along with a voltage glitch propagation tool, and an ap-
proach that estimates the radiation-induced transients at the output of a gate due to
radiation strikes at the internal nodes, can be used for hardening a circuit efficiently.
It could also be used for estimating the soft error rate (SER) of a circuit operating in
an environment where radiation is present.

SRAM yield is very important from an economic viewpoint, because of the ex-
tensive use of memory in modern processors and SoCs. Therefore, SRAM stability
analysis tools have become essential. SRAM stability analysis based on static noise
margin (SNM) computation often results in pessimistic designs because SNM can-
not capture the transient behavior of the noise. Therefore, to improve accuracy,
dynamic stability analysis techniques are required. A model was developed in this
monograph to perform the dynamic stability analysis of an SRAM cell in the pres-
ence of a radiation particle strike, as described in Chap. 4. This model utilizes a
double exponential current equation for modeling a radiation particle strike, and it
is able to predict (more accurately than [3]) whether a radiation particle strike will
result in a state flip in a 6T-SRAM cell (for given values of Q, �’ and �“). Exper-
imental results demonstrate that this model is very accurate, with a critical charge
estimation error of 4.6% compared with HSPICE. The runtime of this model is also
significantly lower (by �2,000�) than the HSPICE runtime. Thus, this model en-
ables an SRAM designer to quickly and accurately analyze the stability of their 6T
cell during the design phase.

The model for the dynamic stability of an SRAM cell presented in Chap. 4 con-
siders noise in SRAMs only due to radiation particle strikes. However, there are
other types of noise such as power and ground noise, capacitive coupling noise,
etc. Therefore, the models similar to the one presented in Chap. 4 are required to
perform dynamic stability of an SRAM cell in the presence of capacitive coupling
noise, and power and ground noise. In future, the proposed approach for model-
ing the dynamic stability of an SRAM cell can be extended to include the effects
of these noise sources as well. Also, another possible future direction could be to
extend the model presented in Chap. 4 to incorporate the effect of process variations
on the dynamic stability of SRAMs in the presence of a radiation particle strike.

In recent times, dynamic supply voltage scaling (DVS) has been extensively
employed to minimize the power and energy of VLSI systems. Also, subthresh-
old circuits are becoming more popular. Therefore, the reliability of voltage scaled
VLSI systems (when subjected to a radiation event) has become a major con-
cern. With the increasing demand for reliable low power systems, it is necessary
to harden DVS and subthreshold circuits efficiently. This makes it necessary to
understand the effects of voltage scaling on the radiation tolerance of VLSI sys-
tems. To address this, the effects of voltage scaling on the radiation tolerance of
VLSI systems was analyzed in Chap. 5. For this analysis, 3D simulations of ra-
diation particle strikes on the output of an inverter (implemented using DVS and
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subthreshold design) were performed. The radiation particle strike on an inverter
was simulated using Sentaurus-DEVICE [4], for different inverter sizes, inverter
loads, supply voltages, and radiation particle energies. From these 3D simulations,
several nonintuitive observations were made, which are important to consider dur-
ing the radiation hardening of such DVS and subthreshold circuits. On the basis of
these observations, several guidelines were proposed for radiation hardening of such
designs. These guidelines suggest that traditional radiation hardening approaches
need to be revisited for DVS and subthreshold designs. A charge collection model
for DVS circuits was also proposed, which can be used to improve the accuracy of
SPICE-based simulations of radiation events in DVS circuits. Note that this work
was done for bulk CMOS process.

An extension of this work could be to perform a similar study for 3D devices such
as FINFETs. Since the structure and operation of 3D devices is very different from
bulk CMOS devices, the effect of voltage scaling on the radiation susceptibility of
circuits implemented using these 3D devices might be different compared with bulk
CMOS devices.

As mentioned in Chap. 5, a significant amount of the charge gets collected
through the diffusion process in DSM devices (since the substrate is heavily doped).
Therefore, another possible extension of this work is to perform 3D device simula-
tions to study the effect of different device implementation structures (e.g., instead
of implementing one big device, two small devices connected in parallel may be
used) on the charge collected due to a radiation particle strike. This study can be
useful in hardening a circuit by presenting layout guidelines to enhance radiation
resilience.

The results of the analysis of the effects of a radiation particle strike on a circuit
can be used for selective hardening of the gates in a circuit, to achieve a desired
level of radiation tolerance while satisfying area, delay, and power constraints. For
this, efficient circuit level hardening techniques are required. Two hardening ap-
proaches were developed in this monograph for combinational circuits, as described
in Chaps. 6 and 7. The first hardening approach (referred to as the diode clamping
based approach) is suitable for hardening circuits against low energy radiation par-
ticle strikes, while the second approach (the split-output based hardening approach)
can harden circuits against very high energy particle strikes. Both these hardening
approaches use special gate structures to prevent the occurrence/propagation of the
radiation-induced voltage glitch. Also, to keep the area and delay overheads low,
only sensitive gates in a combinational circuit were hardened. The gates that were
hardened against radiation particle strikes are the gates that contribute significantly
to the soft error failure of the circuit. Experimental results presented in Chaps. 6
and 7 demonstrate the effectiveness of these approaches in implementing radiation-
tolerant combinational circuits.

In the second part of this monograph, Chap. 8 presented the sensitizable sta-
tistical timing analysis methodology developed in this monograph (StatSense) to
improve the accuracy of statistical timing analysis of combinational circuits. Stat-
Sense improves the accuracy of statistical timing analysis by eliminating false
paths in a circuit, and by also using different delay distributions for different input
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transitions for any gate. Experimental results show that on average, the worst case
(� C 3�/ circuit delay reported by StatSense is about 19% lower than that reported
by SSTA. Thus, StatSense reduces the pessimism involved in the statistical timing
analysis.

The StatSense approach uses Monte Carlo simulations to estimate the delay dis-
tribution of a circuit. Therefore, the StatSense approach, although more accurate, is
slower than the block-based SSTA approaches. It may be possible to combine the
best of the StatSense and the block-based SSTA approaches, to develop a StatSense-
like fast block-based SSTA approach. This will help in improving the accuracy of
SSTA tools with smaller runtimes.

Process variation tolerant circuit design approaches are required to improve yield
and lower manufacturing costs. In Chap. 9, a process variation tolerant design ap-
proach for combinational circuits was presented. This approach exploits the fact
that random variations can cause a significant mismatch in two identical devices
placed next to each other on the die. In this approach, a large gate is implemented
by connecting an appropriate number (> 1) of smaller gates in parallel. This par-
allel connection of smaller gates is referred to as a parallel gate. Since L and VT

variations are largely random and have independent variations in the smaller gates,
the variation tolerance of the parallel gate is improved. The parallel gates were im-
plemented as single layout cells. By sharing the diffusion region in the layout of the
parallel gates, it is possible to reduce the input and output capacitance of the gates.
This helps in improving the nominal circuit delay as well. To keep the area over-
head low, only critical gates in a circuit were replaced by their parallel counterparts,
to improve the variation tolerance of the circuit. Experimental results from Monte
Carlo simulations demonstrate that this process variation tolerant design approach
achieves significant improvements in circuit level variation tolerance.

With the increasing usage of dynamic voltage scaling (DVS) in SoCs and multi-
core ICs, the number of voltage domains in a single IC or SoC has significantly
increased. To interface these voltage domains, voltage level shifters (VLSs) are re-
quired. These VLSs should be able to convert any voltage level to any other desired
voltage level with a predictable delay. Thus, process variation tolerant voltage level
shifters are desired. A novel process variation tolerant single-supply true voltage
level shifter (SS-TVLS) design was presented in Chap. 10. The SS-TVLS is the first
VLS design, which can handle both low-to-high and high-to-low voltage translation
without a need for a control signal. The use of a single supply voltage reduces cir-
cuit complexity, by eliminating the need for routing 2 supply voltages. The proposed
circuit was extensively simulated in a 90 nm technology using SPICE. Simulation
results demonstrate that the level shifter is able to perform voltage level shifting
with low leakage for both low-to-high, as well as high-to-low voltage level trans-
lation. The proposed SS-TVLS is also more tolerant to process and temperature
variations compared with a combination of an inverter along with the VLS solu-
tion [5]. Thus, the proposed SS-TVLS is better than the best known previous design
of VLS approach.
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Appendix A
Sentaurus Related Code

The code used in the work described in Chap. 5 is presented in this appendix. The
code used for constructing the 3D NMOS transistor provides detailed information
about the physical properties of the NMOS transistor.

A.1 Code for 3D NMOS Device Creation Using
Sentaurus-Structure Editor Tool

The code that was used to construct the 3D NMOS transistor using Sentaurus-
Structure editor tool is as follows.

; Setting parameters
; - lateral
(define Lg 0.036) ; [um] Gate length
(define subzmin -4.88); [um] Max. frontside extension in the z-direction
(define subzmax 5.12); [um] Max. backside extension in the z-direction
(define subxmin -5.42); [um] Max. leftside extension in the x-direction
(define subxmax 5.253); [um] Max. rightside extension in the x-direction
(define wn 1); [um] width of the nmos device
(define Lpreox 0.002) ; Poly rexox thickness
(define Lspacer 0.03) ; Spacer length

; Layers
(define Ysub 4) ; [um] Substrate thickness
(define Tox 12e-4) ; [um] Gate oxide thickness
(define Ypol -0.12) ; [um] Poly gate thickness

; Substrate doping level
(define Dop 1e16) ; [1/cm3]

195
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; Derived quantities
(define Xg (/ Lg 2.0))
(define Ygox (* Tox -1.0))

;———————————————————————————————–
; Overlap resolution: New replaces Old
(isegeo:set-default-boolean “ABA”)
;———————————————————————————————–

; CREATE REGIONS
; SUBSTRATE REGION
(isegeo:create-cuboid (position subxmin 0 subzmin) (position subxmax Ysub subz-
max) “Silicon” “region 1” )

; GATE OXIDE REGION - Main
(isegeo:create-cuboid (position (* Xg -1.0) 0 0) (position Xg Ygox wn) “SiO2”
“region 2”)

; PolySi GATE - Main
(isegeo:create-cuboid (position (* Xg -1.0) Ygox 0) (position Xg Ypol wn) “PolySi”
“region 3”)

; STI REGION - I (”behind” S/D, till the left edge of the gate extension)
(isegeo:create-cuboid (position subxmin 0 wn) (position 0.18 0.4 subzmax) “Oxide”
“STI1” )

; STI REGION - III (”to the right” of S/D)
(isegeo:create-cuboid (position 0.18 0 subzmin) (position 0.93 0.40 subzmax) “Ox-
ide” “STI3” )

; STI REGION - IV (“in front of” of S/D, till the left edge of the gate extension)
(isegeo:create-cuboid (position subxmin 0 0) (position 0.28 0.40 subzmin) “Oxide”
“STI4” )

; STI REGION - VI (“to the left of” of S/D)
(isegeo:create-cuboid (position subxmin 0 0) (position -0.18 0.40 wn) “Oxide”
“STI6” )

; STI REGION - VII (”to the right of p-well contact” of S/D)
(isegeo:create-cuboid (position 1.06 0 subzmin) (position subxmax 0.4 subzmax)
“Oxide” “STI7” )

;Poly Reoxidation
(isegeo:set-default-boolean “BAB”)
(isegeo:create-cuboid (position (* (+ Xg Lpreox) -1.0) Ygox 0) (position (+ Xg
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Lpreox) Ypol wn) “Oxide” “PolyReOxide1”)
(isegeo:create-cuboid (position (* (+ Xg (+ Lspacer Lpreox)) -1.0) 0 0) (position
(+ Xg (+ Lspacer Lpreox)) -0.005 wn) “Oxide” “PolyReOxide2”)

;Spacer
(isegeo:create-cuboid (position (* (+ Xg (+ Lspacer Lpreox)) -1.0) 0 0) (position
(+ Xg (+ Lspacer Lpreox)) Ypol wn) “Si3N4” “NiSpacer”)
(ise:define-parameter “fillet-radius” 0.01 0.0 0.0 )
(isegeo:fillet-edges (list (car (find-edge-id (position (* (+ Xg (+ Lspacer Lpreox))
-1.0) Ypol (/ wn 2)))) (car (find-edge-id (position (+ Xg (+ Lspacer Lpreox)) Ypol
(/ wn 2)))) ) fillet-radius)

;————————————————————————————————
; DEFINING AND PLACING CONTACTS

; SUBSTRATE CONTACT
(isegeo:define-contact-set “substrate” 4.0 (color:rgb 0.0 1.0 1.0 ) “##”)
(isegeo:define-3d-contact (find-face-id (position 0.01 Ysub 0.01)) “substrate”)

; GATE CONTACT
(isegeo:define-contact-set “gate” 4.0 (color:rgb 0.0 0.0 1.0 ) “——”)
(isegeo:define-3d-contact (find-face-id (position 0 Ypol (/ wn 2))) “gate”)

; DRAIN CONTACT
(isegeo:create-cuboid (position -0.066 0 0.02) (position -0.164 -0.2 (- wn 0.02))
“Metal” “Drainmetal”)
(isegeo:define-contact-set “drain nmos” 4.0 (color:rgb 0.0 0.0 1.0 ) “##”)
(isegeo:define-3d-contact (find-face-id (position -0.1 0 (/ wn 2))) “drain nmos”)
(isegeo:delete-region (find-body-id (position -0.1 -0.1 (/ wn 2))))

; SOURCE CONTACT
(isegeo:create-cuboid (position 0.066 0 0.02) (position 0.164 -0.2 (- wn 0.02))
“Metal” ”Sourcemetal”)
(isegeo:define-contact-set “source nmos” 4.0 (color:rgb 0.0 0.0 1.0 ) “##”)
(isegeo:define-3d-contact (find-face-id (position 0.1 0 (/ wn 2))) “source nmos”)
(isegeo:delete-region (find-body-id (position 0.1 -0.1 (/ wn 2))))

; p-WELL CONTACT (this would be connected to ground, along with the source)
(isegeo:create-cuboid (position 0.946 0 (+ subzmin 0.02)) (position 1.044 -0.2
(- subzmax 0.02)) “Metal” “pwell”)
(isegeo:define-contact-set “pwell” 4.0 (color:rgb 0.0 0.0 1.0 ) “##”)
(isegeo:define-3d-contact (find-face-id (position 0.98 0 0.12)) “pwell”)
(isegeo:delete-region (find-body-id (position 0.98 -0.1 0.12)))
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;————————————————————————————————
; Saving BND file
;(define SOI (part:entities (filter:type “solid?”))) (iseio:save-dfise-bnd SOI
“nmos65jon.bnd”)
;————————————————————————————————

; SET DOPING REGIONS AND PROFILES
; CONSTANT DOPING PROFILES
; SUBSTRATE REGION AND PROFILE
(isedr:define-constant-profile “region 1” “BoronActiveConcentration” Dop )
(isedr:define-constant-profile-region “region 1” “region 1” “region 1” )

; PolySi GATE REGION AND PROFILE - Main
(isedr:define-constant-profile “region 3” “ArsenicActiveConcentration” 2e20)
(isedr:define-constant-profile-region “region 3” “region 3” “region 3”)

; ANALYTICAL DOPING PROFILES
; SUBSTRATE (LATCHUP) PROFILE (IN BETWEEN THE p-WELL AND THE
SUBSTRATE)
(isedr:define-refinement-window “Latchup.Profile.Region” “Rectangle” (position
subxmin 1.25 subzmin) (position subxmax 1.25 subzmax))
(isedr:define-gaussian-profile “Latchup.Profile” “BoronActiveConcentration”
“PeakPos” 0 “PeakVal” 5e18 “ValueAtDepth” 1e16 “Depth” 0.4 “Gauss” “Fac-
tor” 0.0001)
(isedr:define-analytical-profile-placement“Latchup.Profile.Place”“Latchup.Profile”
“Latchup.Profile.Region” “Symm” “NoReplace” “Eval”)

; p-WELL PROFILE OF THE NMOS DEVICE
(isedr:define-refinement-window “pwell.Profile.Region” “Rectangle” (position sub-
xmin 0.65 subzmin) (position subxmax 0.65 subzmax))
(isedr:define-gaussian-profile “pwell.Profile” “BoronActiveConcentration” “Peak-
Pos” 0 “PeakVal” 2e18 “ValueAtDepth” 1e17 “Depth” 0.35 “Gauss” “Factor”
0.0001)
(isedr:define-analytical-profile-placement “pwell.Profile.Place” “pwell.Profile”
“pwell.Profile.Region” “Symm” “NoReplace” “Eval”)

; p-WELL CONTACT PROFILE (DEGENRATE DOPING FOR p-WELL CON-
TACT)
(isedr:define-refinement-window “pwelltap.Profile.Region” “Rectangle” (position
0.93 0 subzmin) (position 1.06 0 subzmax))
(isedr:define-gaussian-profile “pwelltap.Profile” “BoronActiveConcentration”
“PeakPos” 0 “PeakVal” 2e20 “ValueAtDepth” 1e17 “Depth” 0.06 “Gauss” “Factor”
0.0001)
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(isedr:define-analytical-profile-placement “pwelltap. Profile.Place”
“pwelltap.Profile” “pwelltap.Profile.Region” “Symm” “NoReplace” “Eval”)

; SOURCE
(isedr:define-refinement-window “source.Profile.Region” “Rectangle” (position
0.05 0 0) (position 0.18 0 wn))
(isedr:define-gaussian-profile “source.Profile” “ArsenicActiveConcentration”
“PeakPos” 0 “PeakVal” 2e20 “ValueAtDepth” 1e17 “Depth” 0.024 “Gauss”
“Factor” 0.1)
(isedr:define-analytical-profile-placement “source.Profile.Place” “source.Profile”
“source.Profile.Region” “Symm” “NoReplace” “Eval”)

; SOURCE HALO
(isedr:define-refinement-window “HSimplant.Profile.Region” “Rectangle” (posi-
tion 0.012 0.014 0) (position 0.017 0.014 wn))
(isedr:define-gaussian-profile “HSimplant.Profile” “BoronActiveConcentration”
“PeakPos” 0 “PeakVal” 2e19 “ValueAtDepth” 1e16 “Depth” 0.014 “Gauss”
“Factor” 0.0001)
(isedr:define-analytical-profile-placement “HSimplant.Profile.Place” “HSim-
plant.Profile” “HSimplant.Profile.Region” “Symm” “NoReplace” “Eval”)

; DRAIN
(isedr:define-refinement-window “drain.Profile.Region” “Rectangle” (position -
0.05 0 0) (position -0.18 0 wn))
(isedr:define-gaussian-profile “drain.Profile” “ArsenicActiveConcentration” “Peak-
Pos” 0 “PeakVal” 2e20 “ValueAtDepth” 1e17 “Depth” 0.024 “Gauss” “Factor” 0.1)
(isedr:define-analytical-profile-placement “drain.Profile.Place” “drain.Profile”
“drain.Profile.Region” “Symm” “NoReplace” “Eval”)

; DRAIN HALO
(isedr:define-refinement-window “HDimplant.Profile.Region” “Rectangle” (posi-
tion -0.012 0.014 0) (position -0.017 0.014 wn))
(isedr:define-gaussian-profile “HDimplant.Profile” “BoronActiveConcentration”
“PeakPos” 0 “PeakVal” 2e19 “ValueAtDepth” 1e16 “Depth” 0.014 “Gauss”
“Factor” 0.0001)
(isedr:define-analytical-profile-placement “HDimplant.Profile.Place” “HDim-
plant.Profile” “HDimplant.Profile.Region” “Symm” “NoReplace” “Eval”)

; LDD - SOURCE
(isedr:define-refinement-window “sourceldd.Profile.Region” “Rectangle” (position
0.016 0.0 0) (position 0.08 0 wn))
(isedr:define-gaussian-profile “sourceldd.Profile” “ArsenicActiveConcentration”
“PeakPos” 0 “PeakVal” 8e18 “ValueAtDepth” 1e17 “Depth” 0.014 “Gauss”
“Factor” 0.1)
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(isedr:define-analytical-profile-placement “sourceldd.Profile.Place”
“sourceldd.Profile” “sourceldd.Profile.Region” “Symm” “NoReplace” “Eval”)

; LDD - DRAIN
(isedr:define-refinement-window “drainldd.Profile.Region” “Rectangle” (position
-0.016 0.0 0) (position -0.08 0 wn))
(isedr:define-gaussian-profile “drainldd.Profile” “ArsenicActiveConcentration”
“PeakPos” 0 “PeakVal” 8e18 “ValueAtDepth” 1e17 “Depth” 0.014 “Gauss” “Fac-
tor” 0.1)
(isedr:define-analytical-profile-placement “drainldd.Profile.Place”
“drainldd.Profile” “drainldd.Profile.Region” “Symm” “NoReplace” “Eval”)

; Vt IMPLANT
(isedr:define-refinement-window “implant.Profile.Region” “Rectangle” (position
-0.015 0.002 0) (position 0.015 0.002 wn))
(isedr:define-gaussian-profile “implant.Profile” “BoronActiveConcentration”
“PeakPos” 0 “PeakVal” 8e18 “ValueAtDepth” 1e17 “Depth” 0.01 “Gauss” “Factor”
0.0001)
(isedr:define-analytical-profile-placement “implant.Profile.Place” “implant.Profile”
“implant.Profile.Region” “Symm” “NoReplace” “Eval”)

; IMPLANT TO MITIGATE LEAKAGE (BELOW Vt IMPLANT)
(isedr:define-refinement-window “limplant.Profile.Region” “Rectangle” (position
-0.015 0.014 0) (position 0.015 0.014 wn))
(isedr:define-gaussian-profile “limplant.Profile” “BoronActiveConcentration”
“PeakPos” 0 “PeakVal” 7e18 “ValueAtDepth” 2e17 “Depth” 0.005 “Gauss” “Fac-
tor” 0.0001)
(isedr:define-analytical-profile-placement “limplant.Profile.Place”
“limplant.Profile” “limplant.Profile.Region” “Symm” “NoReplace” “Eval”)

; STI Implant - Front & Back Extensions
(isedr:define-refinement-window “Window.FrontB” “Rectangle” (position -0.018 0
-0.001) (position 0.018 0.36 -0.001))
(isedr:define-refinement-window “Window.BackB” “Rectangle” (position -0.018 0
(+ wn 0.001)) (position 0.018 0.36 (+ wn 0.001)))
(isedr:define-constant-profile “Profile.ImplantB” “BoronActiveConcentration”
5e19)

(isedr:define-constant-profile-placement“Place.Implant.FrontB” “Profile.ImplantB”
“Window.FrontB”)
(isedr:define-constant-profile-placement“Place.Implant.BackB” “Profile.ImplantB”
“Window.BackB”)

;—————————————————————————————————
——–
; DEFINE MESHING REGIONS AND MAX-MIN MESH SPACINGS
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; UPPER SUBSTRATE REGION
(isedr:define-refinement-size “region 1” 0.5 0.5 0.5 0.2 0.2 0.2)
(isedr:define-refinement-window “region 1” “Cuboid” (position subxmin 0.1
subzmin) (position subxmax 2 subzmax))
(isedr:define-refinement-function “region 1” “DopingConcentration” “MaxTrans-
Diff” 0.1)
(isedr:define-refinement-placement “region 1” “region 1” “region 1” )

; STI IMPLANT
(isedr:define-refinement-size “sti” 0.01 0.025 0.001 0.005 0.005 0.0005)
(isedr:define-refinement-window “sti” “Cuboid” (position -0.018 0 0) (position
0.018 0.36 0.002))
(isedr:define-refinement-function “sti” “DopingConcentration” “MaxTransDiff”
0.1)
(isedr:define-refinement-placement “sti” “sti” “sti” )

; STI IMPLANT-I
(isedr:define-refinement-size “sti1” 0.01 0.025 0.001 0.005 0.005 0.0005)
(isedr:define-refinement-window “sti1” “Cuboid” (position -0.018 0 0.998) (posi-
tion 0.018 0.36 1))
(isedr:define-refinement-function “sti1” “DopingConcentration” “MaxTransDiff”
0.1)
(isedr:define-refinement-placement “sti1” “sti1” “sti1” )

; LOWER SUBSTRATE REGION
(isedr:define-refinement-size “region 12” 0.75 0.75 0.75 0.5 0.5 0.5)
(isedr:define-refinement-window “region 12” “Cuboid” (position subxmin 2
subzmin) (position subxmax Ysub subzmax))
(isedr:define-refinement-function “region 12” “DopingConcentration” “MaxTrans-
Diff” 0.1)
(isedr:define-refinement-placement “region 12” “region 12” “region 12” )

; CHANNEL REGION
;(isedr:define-refinement-size “R.Channel” 0.01 0.01 0.1 0.002 0.002 0.1)
(isedr:define-refinement-size “R.Channel” 0.005 0.005 0.05 0.002 0.002 0.1)
(isedr:define-refinement-window “R.Channel” “Cuboid” (position (* Xg -1.0) 0 0)
(position Xg 0.05 wn))
(isedr:define-refinement-function “R.Channel” “DopingConcentration” “Max-
TransDiff” 0.1)
(isedr:define-refinement-placement “R.Channel” “R.Channel” “R.Channel” )

; SOURCE/DRAIN REGION
(isedr:define-refinement-size “sourcedrain” 0.02 0.02 0.1 0.02 0.02 0.1)
(isedr:define-refinement-window “sourcedrain” “Cuboid” (position -0.18 0 0) (po-
sition 0.18 0.1 wn))
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(isedr:define-refinement-function “sourcedrain” “DopingConcentration” “Max-
TransDiff” 0.1)
(isedr:define-refinement-placement “sourcedrain” “sourcedrain” “sourcedrain”)

; Vt & LEAKAGE IMPLANT REGIONS
(isedr:define-refinement-size “implant” 0.01 0.01 0.1 0.002 0.002 0.1)
(isedr:define-refinement-window “implant” “Cuboid” (position -0.018 0 0) (posi-
tion 0.018 0.07 wn))
(isedr:define-refinement-function “implant” “DopingConcentration” “MaxTransD-
iff” 0.1)
(isedr:define-refinement-placement “implant” “implant” “implant” )
; p-WELL CONTACT REGION
(isedr:define-refinement-size “ptap” 0.1 0.1 0.2 0.05 0.05 0.2)
(isedr:define-refinement-window “ptap” “Cuboid” (position 0.93 0 subzmin) (posi-
tion 1.06 0.1 subzmax))
(isedr:define-refinement-function “ptap” “DopingConcentration” “MaxTransDiff”
0.1)
(isedr:define-refinement-placement “ptap” “ptap” “ptap” )

; p-WELL CONTACT REGION-I
(isedr:define-refinement-size “ptap1” 0.02 0.02 0.1 0.005 0.005 0.05)
(isedr:define-refinement-window “ptap1” “Cuboid” (position 0.93 0 0) (position
1.06 0.1 wn))
(isedr:define-refinement-function “ptap1” “DopingConcentration” “MaxTransDiff”
0.1) (isedr:define-refinement-placement “ptap1” “ptap1” “ptap1” )

; ION TRACK
(isedr:define-refinement-size “itrack” 0.01 0.5 0.01 0.005 0.5 0.005)
(isedr:define-refinement-window “itrack” “Cuboid” (position -0.07 0 (- (/ wn 2)
0.06)) (position -0.15 Ysub (+ (/ wn 2) 0.06)))
(isedr:define-refinement-function “itrack” “DopingConcentration” “MaxTransDiff”
0.1)
(isedr:define-refinement-placement “itrack” “itrack” “itrack” )

;———————————————————————-
; Save CMD file
(sdedr:write-cmd-file “nmos msh.cmd”)

;———————————————————————-
; Meshing structure
(ise:build-mesh “mesh” “-P” “nmos msh”)

The above code generates the 3D NMOS device shown in Fig. 5.2. This code
generates two files (nmos msh.grd and nmos msh.dat) for the 3D NMOS transistor.
Both these files are used with Sentaurus-DEVICE for mixed-level simulations.
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A.1.1 Code for Mixed-Level Simulation of a Radiation Particle
Strike Using Sentaurus-DEVICE

To simulate a radiation particle strike at the drain of the NMOS transistor of the INV
shown in Fig. 5.1, the following code was used with Sentaurus-DEVICE simulator.

# define the n-channel MOSFET;
Device NMOS f
Electrode f
f Name=“source nmos” Voltage=0 g
f Name=“drain nmos” Voltage=0 g
f Name=“gate” Voltage=0g
f Name=“pwell” Voltage=0 g
f Name=“substrate” Voltage=0g

g
# Define input and output files for simulation
File f
Grid = “nmos msh.grd” #NMOS transistor file
Doping = “nmos msh.dat” #NMOS transistor file
Plot = “nmos”
Current = “nmos”
Param = “mos”
g

# Physical models to be applied in the simulation
Physics f
Mobility( PhuMob ( Arsenic ) HighFieldsat Enormal )
Fermi
EffectiveIntrinsicDensity( OldSlotboom )
Recombination ( SRH Auger )
Hydrodynamic( eTemperature )
#Heavy ion strike
HeavyIon (
PicoCoulomb
Direction=(0,1,0)
Location=(-0.11,0,0.5)
Length=2
Time=1e-9
LET f=0.1 #0.1pC corresponds to 10MeV-cm2/mg
wt hi=0.03
Gaussian
)

g
g
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Filef
Plot = “nmosparticlestrike n@node@.dat”
SPICEPath = “.”
Current = “nmoslet10mm n@node@.plt”
g

#Define the electric circuit which is to be simulated
Systemf
NMOS nmos(“source nmos” = 0 “pwell”=0 “gate”=n1 “drain nmos” = n2 “sub-
strate”=0)
pmos m0 (n2 n1 n3 n3) fw=4e-6 l=0.065e-6 as=0.52e-12 ad=0.52e-12 ps=4.26e-6
pd=4.26e-6g
Vsource pset v1(n3 0)fpwl = (0 0 100p @vdd@ 10e-9 @vdd@)g
Vsource pset vin(n1 0)fpwl = (0 0 150e-12 0 5e-9 0)g
Capacitor pset c1 (n2 0) fcapacitance=25e-15g
Plot “nmosstrike n@node@.plt” (time() n2 i(nmos n2) i(m0 n2) i(c1 n2))
g

#Specify solution variables to be saved in the output plot files
Plot f
eDensity hDensity eCurrent hCurrent
equasiFermi hquasiFermi
eTemperature
ElectricField eEparallel hEparallel
Potential SpaceCharge
SRHRecombination Auger AvalancheGeneration
eMobility hMobility eVelocity hVelocity
Doping DonorConcentration AcceptorConcentration
ConductionBandEnergy ValenceBandEnergy
HeavyIonChargeDensity
g

#Define few settings for the numeric solver
Math f Extrapolate
Derivatives
Newdiscretization
RecBoxIntegr
Method=ILS
RelErrControl
Iterations=20
notdamped=100
Number of Threads = 4
Wallclock
g
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#Define a sequence of solutions to be obtained by the solver
Solve f
Coupled (Iterations=100) fCircuitg
Coupled (Iterations=100) fPoissong
Coupled (Iterations=100) fPoisson Circuitg
Coupled (Iterations=100) fPoisson Contact Circuitg
Coupled (Iterations=100) fPoisson Hole Contact Circuitg
Coupled (Iterations=100) fPoisson Hole Electron Contact Circuitg

NewCurrentFile=“transient n@node@”
#Define transient simulation parameters
Transient (
InitialTime=0 FinalTime=0.99e-9 InitialStep=1e-12 MaxStep=1e-10
Increment=1.3)
f
Coupled fnmos.poisson nmos.electron nmos.hole nmos.contact circuit g
g
Transient ( # Take very small time step during the heavy ion strike
InitialTime=0.99e-9 FinalTime=1.1e-9 InitialStep=1e-13 MaxStep=1e-12
Increment=1.3)
f
Coupled fnmos.poisson nmos.electron nmos.hole nmos.contact circuit g
Plot (FilePrefix=“invconstdmm n@node@ 10” Time=(1.0e-9; 1.01e-9; 1.02e-9;
1.035e-9; 1.05e-9;
1.07e-9; 1.09e-9) NoOverwrite)
g
Transient (
InitialTime=1.1e-9 FinalTime=4e-9 InitialStep=1e-12 MaxStep=1e-10
Increment=1.3)
f
Coupled fnmos.poisson nmos.electron nmos.hole nmos.contact circuit g
Plot (FilePrefix=“invconstdmm n@node@ 10 1” Time=(1.11e-9; 1.13e-9; 1.15e-
9) NoOverwrite)
g

g
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I � V characteristics, 75
Q, see Charge collected
QD , see Charge deposited
rmsp error, see Root mean square percentage

error, 56
3D simulation, 23

A
Adaptive body bias (ABB), 154
Adaptive supply voltage (ASV), 154
Aging, 1
ALPEN, see Alpha-particle source-drain

penetration
Alpha processor, 8
Alpha-particle source-drain penetration, 6, 74
Analysis, 12

Radiation analysis, 21
Radiation particle strikes, 23

Analytical model, 22
Pulse shape, 41, 53
Pulse width, 22, 24

Area mapped designs, 99, 124, 163
Area penalty, 159
Arrival time, 132

Propagation, 133, 143
Average estimation error, 36

B
Benchmark circuits, 122, 141, 163
Bipolar effect, 6, 74
Bipolar transistor, 6

Parasitic bipolar transistor, 6
Block based SSTA, 132
Boolean satisfiability (SAT), 134

Clause, 135
Built-in current sensor (BICS), 88
Bulk technology, 73

C
Capacitance, 24, 64

Input gate, 28, 45
Load, 82
Output node diffusion, 28, 45, 158

CDF, see Cumulative distribution function
Channel length (L), 10, 141
Characterization, 28, 67, 141
Charge, 2, 6, 49, 67
Charge collected, 7, 26, 78, 83
Charge collection, 5

ALPEN, 6
Bipolar effect, 6
Drift-diffusion, 5
Mechanism, 5

Charge collection model, 72
Parameters, 83

Charge deposited, 4
Charge deposition

Direct ionization, 4
Indirect ionization, 4

Chemical mechanical polishing, 10
Circuit, 2

Combinational, 2
Hardening, 9
Process variation tolerant, 153
Radiation tolerant, 3, 22

Circuit hardening, 41
Circuit-level, 88
Device-level, 88
System-level, 88

Circuit level hardening, 87, 88, 109
Circuit level simulation, 7, 23
Clamping structures, 91

Device-based, 91
Diode-based, 91

CMOS circuit, 24
Collection time constant (�’), 7
Collection time constant(�’), 26
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Combinational circuits, 21, 41, 87, 88, 153
Combinational logic, 2, 8
Combined VLS, 180
Conventional voltage level shifter, 174
Cosmic rays, 3
Coverage, 118
Critical charge (Qcri ), 7, 67, 72, 119
Critical depth, 92
Cumulative distribution function, 133
Current, 7

Double-exponential, 7
Leakage, 90
Radiation-induced, 33, 47, 49, 61, 64

Cut-off mode, 26
CVLS, see Conventional voltage level shifter

D
Deep sub-micron, 1, 6, 7
Defects, 1

Wire opens, 1
Wire shorts, 1

Delay, 99
Falling, 161
Rising, 161

Delay critical vector transitions, 134
Delay mapped designs, 99, 124, 163
Deposit, 2
Derivation, 29, 46
Design, 1, 12

Defect tolerant, 154
Hardening, 21
Process variation tolerant, 153
Radiation tolerant, 13, 21, 87
Radiation-tolerant standard cells, 110

Design flow, 21, 22
Device, 7

Diffusion, 5, 26, 75, 110
Parameters, 10

Device level hardening, 88
Device level simulation, 23, 59, 72
Devices, 10
Differential equation, 24, 29, 47

Non-linear, 24
Ricatti, 24

Differentiate, 31, 48, 65
Diffusion, 8, 76
Diode, 26, 43, 87

Clamping, 13, 87, 89
Diode clamping based circuit hardening, 87
Diode connected NMOS device, 177
Diode turn-on voltage, 26, 91
Diode-connected devices, 90, 91

Diode-connected transistor, 87

Double exponential current pulse, 7, 23, 76
Drain-bulk junction, 79
Drift, 6, 8, 76
Drift-diffusion, 5, 74
DSM, see Deep sub-micron
DVS, 13, 73, 83, 173
Dynamic noise margin (DNM), 59
Dynamic stability, 13, 61

Analytical model, 61
Dynamic voltage scaling, see DVS

E
Electric field, 5, 81
Electrical masking, 2, 13, 115
Electromigration, 1
Electronics, 3

Military electronics, 3
Space electronics, 3
Terrestrial electronics, 3

Electrons, 5, 74
Energy, 59, 71

Dynamic energy, 59
Equilibria, 61

Metastable (Unstable), 61
Stable, 61

Equilibrium points, 61
Error, 1, 36

Average estimation error, 36
Radiation-induced, 2
Root mean square percentage error, 55
Soft error, 1

Etching, 10
Extrinsic sources of variations, 10

F
Failure in time (FIT), 8
False paths, 133, 134
Fault avoidance, 88
Fault detection and tolerance, 88
Feedback, 67
Forward biased, 27, 43
Funnel, 76
Funneling, 6

G
Gate

Equivalent inverter, 27
Input state, 29
Load current model, 42, 45
Multiple input, 27
Radiation sensitive, 3
Switch point, 89
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Gate delay distribution, 132
Gate library, 28, 45, 92, 122, 141, 157
Gate sizing, 154
Gate upsizing, 41
Gaussian distributions, 133

MAX, 133
SUM, 133

Gaussian profile, 75

H
Hardening

Selective, 21, 88
High energy strike, 82
High impedance, 113
Holes, 5, 74
HSPICE, 67

I
IC packages, 3

Flip-chip, 3
ICs, see Integrated circuits
Implants, 75

Halo, 75
Latchup, 75
Punch through, 75
Threshold voltage, 75

Improved circuit protection approach, 96
Initial condition, 30, 47
Initial guess, 47
Input capacitance, 157
Input vector transitions, 132, 143

Delay critical, 134
Input voltage domain, 174
Integrate, 30, 47, 65
Integrated circuits, 1
Interconnects, 10
Intrinsic sources of variations, 10
Inverter, 24, 44, 73, 111
Ion track establishment time constant (�ˇ ), 7,

22
Ion track establishment time constant(�ˇ ), 26
Iterative, 42

L
Latching window, 2
Layout area, 91, 161
Layout of SS-TVLS, 184
Layout versus schematic (LVS), 184
Leakage current, 90, 97, 110, 112
LET, 4, 74, 76, 78, 83
Linear energy transfer, see LET

Linear mode, 26, 43
Logic level simulation, 23
Logical masking, 2, 109, 115

Probability, 117
Logically sensitizable, 133, 135
Look-up table, 28, 45
Low energy strike, 82

M
Manufacturing cost, 10, 153
Mapping, 99

Area optimal, 99
Delay optimal, 99

Masking factors, 2, 41, 115
Electrical masking, 2, 13, 87, 92
Logical masking, 2, 22
Temporal masking, 2

Maximum sensitizable delay, 135
Mean, 141, 155
Memories, 2

DRAMs, 2
Latches, 2
SRAMs, 2

Metastable point, 61
Microprocessor, 2, 59, 71
Miller feedback, 36, 54
Mixed-level simulation, 73
Model, 22

Analytical, 22, 24, 41
Charge collected, 83
Closed-form, 24
Dynamic stability, 62
Logic-level, 23
Piecewise linear transistor model, 22
Pulse shape, 41, 45
RC gate model, 24

Model card, 30
Modeling, 22

Differential equations, 22
Modern VLSI processes, 8
Modified regular gate, 112
Monte-Carlo, 132–134, 141
Monte-Carlo based SSTA, 132, 134, 146
Moore’s law, 8
Multi-core computing architectures, 173
Multiple bit upset (MBU), 2
Multiple oxide thickness, 90

N
N-well process, 74
NAND, 27, 44
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Neutrons
Atmospheric, 4

NMOS, 26, 62
Noise, 1

Capacitive coupling noise, 1
Power and ground noise, 1
Static, 59

Noise effects, 24, 59
Noise tolerance, 59
Non-linear system, 66
Non-linear system theory, 61
NOR, 27, 44
Normal distributions, 134
NP complete, 134

O
Output voltage domain, 174
Overheads, 21

Area, 21, 98, 125
Delay, 21, 98, 125

Oxide thickness (Tox), 10

P
p-n, 2, 90

Depletion region, 5
Drain-bulk, 81
Junction, 2, 5
Reverse-biased, 2

Parallel gate, 153
Parallel inverter, 158
Path, 2

Sensitizable, 116
PDF, see Probability density function
Performance variation, 153
Physical models, 74

Auger recombination, 74
Bandgap narrowing, 74
High-field saturation, 74
Hydrodynamic transport, 74
Philips unified mobility model, 74
Shockley-Reed-Hall, 74
Transverse field, 74

Pipelined circuits, 9
Place and route, 102
PMOS, 26, 62
Potential, 6
Power, 71

Dynamic, 71, 173
Leakage, 71, 173

Power consumption, 71
Power series, 24
Primary output, 2

Principal component analysis (PCA), 133
Probability density function, 132
Probability of failure, 41
Probability of sensitization, 117
Process variation tolerant standard cell design,

155
Process variations, 1, 10, 131, 176, 182

Random, 10, 153, 156
Systematic, 10, 132

Pulse width, 22, 35
Radiation robustness metric, 22

R
Radiation hardening, 3, 114

Guidelines, 72
Radiation particle strike, 1, 3, 21, 60, 63, 71,

83, 91, 110
Double-exponential current pulse, 7
Modeling, 3, 7
Simulate, 7

Radiation particles, 2, 3
Alpha particles, 2, 3
Heavy ions, 2, 72
Neutrons, 2
Physical origin, 3
Protons, 2

Radiation tolerance, 87
Radiation tolerant circuits, 22
Radiation tolerant flip-flop, 119
Radiation tolerant standard cells, 110
Radiation-induced upsets, 3
Radioactive, 3
Re-synthesize, 96
Reconvergent fanouts, 133
Redundancy, 154
Region of attraction, 61, 67
Regular inverter, 156
Reliability, 1, 88
Resilience, 1
Resistance, 24

Linear region, 29, 46, 62
Reverse biased, 74
Ricatti differential equation, 24
Robustness, 22
Root mean square percentage (rmsp), 56
Root mean square percentage error, 55

S
Saturation mode, 26, 27, 43, 66
Saturation voltage (Vdsat), 28, 63
Schottky diodes, 97
SEE, see Single event effect
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Sense, 99, 135
Sensitive gates, 3
Sensitizable delay, 99
Sensitizable input vector transitions, 132
Sensitizable path, 2
Sensitizable statistical timing analysis, 131
Sequential, see Memories
SER, see Soft error rate
SET, see Single event transient
SEU, see Single event upset
Shadow gates, 87
Short channel effects, 30, 47, 64, 90
Silicon, 4
Silicon-on-insulator (SOI), 88
Simulation, 3

3D, 71
Circuit-level, 23
Device-level, 23
Logic-level, 23
Monte-Carlo, 156, 182

Simulator, 41
Switch-level, 24

Single event effect, 1, 2
Single event transient, 2, 22, 41, 111
Single event upset, 2, 63, 89
Single supply true voltage level shifter, 174,

177
Single supply voltage level shifter, 173
SIS, 99
SoC, see System-on-chip
Soft error, 2, 3, 7, 41, 111

Detection, 41
Soft error rate, 1

Soft error rate, 1, 8, 72, 88, 109
Spatial correlation, 131, 154
SPICE, 21, 72, 141

Simulation, 24, 53
Split-output based circuit hardening, 87, 109
SRAM

Dynamic stability, 61
Model for radiation-induced transient, 60

SRAM cell, 13
6-T cell, 60, 61

SRAM stability, 59
SRAM state

Flip, 63
Holding, 60, 61
Read, 60
Write, 60

SRAMs, 3, 59
SS-TVLS, see Single supply true voltage level

shifter
SS-VLS, see Single supply voltage level shifter

Stability analysis, 13
Dynamic, 13, 59, 60
Static, 59, 60

Standard deviation, 141, 155
Static CMOS, 92, 114
Static noise analysis (SNA), 42
Static noise margin (SNM), 13, 59
Static power dissipation, 112
Static random access memory (SRAM), 8
Static timing analysis (STA), 42, 124, 132
Statistical static timing analysis (SSTA), 131

Block based, 132, 133
Path based, 133

Statistical timing analysis tools, 131
StatSense, 131, 134, 138, 142
Strong feedback mode (SFM), 63
Structurally long paths, 133
Sub-threshold circuits, 13, 71
Sub-threshold leakage, 161
Sub-threshold region, 71
Substrate, 6
Susceptibility, 71
Susceptible gates, 22
System-on-chip, 59, 71, 173

T
Technology independent optimization, 99
Technology nodes, 11, 72
Technology scaling, 1, 21, 60

Device scaling, 1
Impact, 3, 11

Temporal masking, 2, 115
Threshold voltage (VT), 10, 62, 74, 90, 141
Timingly true, 133
Tolerance, 1

Process variation tolerance, 131, 153
Radiation tolerance, 3, 83

Transcendental equation, 31, 48, 65
Transconductance, 62

V
Variability, 10
Variable depth protection, 94
Variables, 44, 52
Very Large Scale Integration, see VLSI
VLS, see Voltage level shifter
VLSI, 1, 3
Voltage domains, 175
Voltage glitch, 2, 35, 91, 113

Area, 78
Magnitude, 26, 43, 46
Propagate, 41
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Pulse width, 22, 27
Radiation-induced, 22, 51, 78
Shape, 42, 44

Voltage level shifter, 173
Voltage level translation, 173
Voltage pulse, 2, see Voltage glitch
Voltage scaling, 28, 59, 71
Voltage transfer characteristics (VTC), 61
Voltage transient, 3, 43

Radiation-induced, 21, 29, 43
Voltage translation range, 183

W
Waveforms, 32, 53
Weak coupling mode (WCM), 63
Wire height (H ), 10
Wire width (WM ), 10
Wireless communication, 71

Y
Yield, 11, 59

Yield loss, 10, 153
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