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Note: AnW?l dhy FIWfull questions.
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I a. What is Machine Learning? \,Vri.ce the issues in machine learning.
b. List four componentr.111 pachine learning and illustrate the design of checkers learning

problem with a neat Slieit--oii.' (06 Marks)
c. Write candidate *:Elimination learning algorithm and explain with an example. What are its

limitations? ,,i. r ri ,

Max. Marks:100

(04 Marks)

(10 Marks)

i L\ectsla. What is Lrecision tree? Write the characteristics which are best suited for a problem of
decision tree learning? (04 Marks}learning? (04 Marks):"I'.)

b. Explain Gradient Descent Algorithm for training a linear unit.
c. (laiculate the information gain for all the attributes using t

(04 Marks.}'.5;
(06 Marks)..'*r:l

c. (la.iculate 
.the 

information gain for all the attributes using Decision tree algorithm ltrr the
:below problem.
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(10 h'iarks)

:

3 a. Define perceptron and explain the repiesentation of perceptron. (04 Marks)
b. Explain the back propagation Algorithm with extensions. (08 Marks)
c. Represent the program Ciscovered by the genetic programming as a tree. lllustrate the

operation of genetic prograrnming cross over operation by applying it using two copies of
your tree as the two parcnts. (08 Marks)

4 a. Give the rules fbr i) The optimal Bayesian hypothesis ii) The maximum likelihood
hypothesis. When are these the same. (04 Marks)

b. Discuss a f-rr()totypical Genetic Algorithm is detail. (06 Marks)
c. Describe the Naive Bayesian method of classification. What assumption does this method

maire about the attributes and the classification? Give an example where this assumption is

, ncrt justified. 
1 ^r. 

(10 Marks)
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5 a' Exprain misrake Bound m,o$er.of re-arning for IJarving Algorithmb' Define EM Algorithm and derive rc-r,.uL, algorithm. (04 Marks)
c' rxplain shatteri,g a set of insta;;; ;;r;';;;'r.pnik-crrervoncnkis Dimension. [;:ffi:136 a' Describe K-NEAREST NEICHII0R learning algorithm for discrete valued function. writeone major issue of this 

"J::::,T:"rarr,,.'lpp.ou.h., .o ou...orl this issue. (08 Marks)b 
,rJflrJa"tn?j:i 

rJ,',: iunctions and write the approa.h.; ro; choosing an appropriatec' what is the neecj firr LEARN - oNE - RULE and exprain LEARN - oNE(0]HttB
(08 Marks)7 a. Define the fl:iilowing terms :

i) Literal
iD Clause
iii) Horn clause

_ ir) Substitution.
b' 

i"ru';:ffi:Tiff: 
Resolution operator and propositionar rnverse Resorution 

"i:1L}i:c' Explain the algorithm for regressing a set of Iiterar through a singre Ho.n uirrr!'fl[t::example. v o rrLUrar Lruuugn a sll 

, (r0 Marks)8 a. Differentiate between FOIL and FOCL.b. Illustrate e-learn.ing Algorithnr *ith-ui'.*u,rpl.. :::Marks)c' State and prove theionie.e.r;" ;i;;";;,": . (08 Marks).gence of e learning for deterministic rv-iarkov decision ,;;;.
(08 Marks)
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3a.

b.

1a.
b.

5a.

b.

6a.
b.

7a.
b.
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(10 Marks)
(10 Marks)

(10 Marks)
(10 Marks)

(10 Marks)
(10 Marks)

(08 Marks)
(06 Marks)
(06 Marks)

Fourth Semester M.Tech. Degree Examination, June/July 2018

Wireless Network$ and Mobile Gomputing
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Time: 3 hrs. Max. Marks: 100

Note: Answer any FIW.full questions.

I a. What are tlie major ca.ieg.ories of middleware in mobile computing? Explain. (10}Iarks)

b. Draw the GSM archirecture and explain its entities. (10 Marks)

2a.
b.

Explain tirc SMMT and SMMO with respect to the SMS architecture.

Explairi tire GPRS protocol stack with the interfaces.

Explain the forward and reverse channel structure for IS-95.
What are the components of the smart client architecture? Explain.

What is mobile IP? Explain the different phases and the working of mobile IP rvith a neat

sketch. (ttr \laiks)
What are the design constraints in applications for hand held devices. (i01larks)

What are the challenges in the deployment phase of the smart ciient architecture? How are

they handled? (t0 Marks)

Draw,the smart client development c.vcle and explain th,-''iesign phase in detail. (10 \'larks)

a.

b.

c.
d.

Describe the steps in processing a wireless reqitest.

List and explain the services and benefits of the WAP.

Explain the M IDLet life cycle.
What are the steps involved in pr<;visioning or M ID P application?

Describe the security consideraiions in M IDP.

Write short notes on the following :

WiM AX
Cellular IP
Palm OS
XHTM I-

,r*r.**

(20 Marks)


